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device performance. "N

A tradeoff of staring and scanned array S~tems showed that tremendous systems
performance improvements can be made by using high density staring focal plane
arrays. In particular, improved MRT and IE!ý performance, reduced power
consumption, lightweight and al electronic operation (no moving parts) are
advantages which staring arrays have over scanned arrays.

The application areas investigated were broken down into three categories: small
anti-armor weapons, surveillance systems, and remote piloted vehicles (RPV).
The focal plane requirements for these systems were established andnumber of
detectors, IFOV, frame rate, and dynamic range requirements were also estab-
lished.

Focal plane design considerations showed that staring arrays can achieve optimum
performance by means of backside illuminated detector arrays which are flip-chip

bump mounted to CCD readout electronics. Detector performance modeling was
done to trade off the detector crosstalk and quantum efficiency as a function of
detector thickness. Results showed that quantum efficiency greater than 50 per- OF

cent with crosstalk to adjacent detectors of about 7 percent can be achieved with
12 lm thick HgCdTe backside illuminated detectors.

Analysis of the readout electronics requirements showed that it is possible to do
the difficult dc suppression function at each detector input by means of Honeywell'l, •
multiple sample injection (MSI) input technique. Other detector/CCD coupling
techniques analyzed either resulted in complex, high packing density structures or
large reset noise levels when going to the very small pixel sizes.

Responsi ty and offset nonuniformity correction requirements were established
which showed that offset correction levels on the order'of 10 to 11 bits are
required while responsivity compensation can be kept to 8 correction bits. Tech-
niques were investigated for implementation of the compensation function in a
lowest power configuration. Digital and analog implementations were considered
and the conclusion was that analog compensation techniques such as Honeywell's
Double Buffer- Memory Module (proprietary design) represent a real power and
size savings for the compensation electronics.

Staring array performance modeling was done through a modification to the NVL
"Static Performance Model for Thermal Viewing Systems. " The output from these
calculations was characterizations of the MRT and NEAT parameters for the ,, !
staring arrays.

A supplementary section has been published in a separate, proprietary volume. it
contains details of the DBM uniformity compensation approach and the application
of electro-optical shutters for non-uniformity compensation.
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FOREWORD

This final technical report was prepared by Honeywell Inc., Systems and
Research Center, 2600 Ridgway Parkway, Minneapolis, Minnesota 55413,
under Contract No. DAAK70-77-C-0160 for the Army Night Vision and
Eleotro-Optics Labo'ratory, ±or- ý e-voir, Virgina 22060. The technical
monitor for this contract at NVL was Ray Balcerak.

At Honeywell, this work was carried out at the Systems and Research
Center, Minneapolis, Minnesota, and the Honeywell Electro-Optics
Center, Lexington, Massachusetts. .N. A.-- _s was the Honeywell
Program Manager and Principal Investigator. Contributors included
M. Gurnee, D. Marshall, D. Wick, D. Gregorich, T. Hendrickson, and
JT-iYanab ec.

This final report covers the period from 6/6/77 to 5/6/78.
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SECTION I

INTRODUCTION AND SUMMARY

This Final Technical Report presents the work performed on contract no.

DAAK7O-77-C-0160, Thermoelectrically Cooled Focal Plane for Non-

Scanning Systems.

The objectives of this contract were to:

0 Analyze potential system applications for 3 to 5 Wan TE-cooledj

staring focal planes and to determine both universal and unique

focal plane requirements for each of the applications

* Determine critical detector and focal plane signal processing

parameters and develop preliminary designs for these focali

planes

a Evaluate the overall focal plane designs to determine system

performance

* Make performance measurements on sample detector elements,

focal plane electronics, and equalization processing electronics

-to substantiate predictions of device performance

ThInlssadrslso h xeietlwr r rsne nti
report. A summary of the results of these studies is as follows:
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STARING AND SCANNED ARRAY TRADEOFFS

Tremendous systems performance improvements can be made by use of

high density s taring focal plane arrays. In particular, improved MRT

and NE1tT performance, reduced power consumption, lightweight and

all electronic (no moving parts) are advantages which staring arrays have

over scanned arrays.

APPLICATIONS AND REQUIREMENTS

The application areas investigated were broken down into three categories:

* Small anti-armor weapons

. Surveillance systems i

. Remote piloted vehicles (RPV)

The focal plane requirements for these systems were established and

number of detectors, IFOV, frame rate, and dynamic range requirements

were also established.

FOCAL PLANE DESIGN

Focal plane design considerations showed that staring arrays can acheive

optimum performance by means of backside illuminated detector arrays

which are flip-chip bump mounted to the C CD readout electronics.

Detector performance modeling was done to trade off the detector crosstalk

and quantum efficiency as a function of detector thickness. Results showed

2



PI

that quantum efficiency greater than 60 percent with crosstalk to adjacent

detectors of about 7 percent can be achieved with 12 4tm thick HgCdTe back-

side illuminated detectors.

Analysis of the readout electronics requirements showed that it is possible

to do the difficult dc suppression function at each detector input by means

of Honeywell's multiple sample injection (MSI) input technique. Other

detector/CCD coupling techniques analyzed either resulted in complex, high

packing density structures or large reset noise levels when going to the

very small pixel sizes.

NONUNIFORMITY COMPENSAT ION
A

Responsivity and offset nonuniformity correction requirements were

established which showed that offset correction levels on the order of 10 to

11 bits are required while responsivity compensation can be kept to eight

correction bits. Techniques were investigated for implementation of the

compensation function in a lowest power configuration. Digital and analog

implementations were considered with the conclusion being that analog

compensation techniques such as Honeywell's Double Buffer Memory

Module (Proprietary Design discussed in Supplement A) represents a

real power and size savings for the compensation electronics.

ST ARING SYSTEM MODELING

A computer program was developed to model the staring array performance

characteristics. A modification to the NVL static performance model for

thermal viewing systems was derived and performance modeling of the

MRT and NET parameters were calculated.

3
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The final report is organized according to the outline above. In addition, . -

there are five appendixes which present detailed analysis of the MSI input

circuit operation and details of the system performance modeling

calculations.

A supplementary section has been published in a separate, proprietary

volume. It contains details of the DBM uniformity compensation approach

and the application of electro-optical shutters for nonuniformity

compensation.

A

II
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SECTION II

Ki STARING AND SCANNED ARRAY TRADEOFFS

The development of non-scanning (i. e., staring) focal planes brings thermal

imaging systems out of the realm of an electromechanical configuration and

into the area of an all electronic structure. Serial, serial/parallel, and

parallel scan imaging systems all require the use of at least one rotating

scan mirror in order to scan the scene radiation over the detector array
as shown in Figure 2-1. Problems with the use of these scan mirrors

results in lifetime limitations, increased po'ver and weight requirements,

and in scl-ne cases the use of sophisticated scan converters to convert the

output signal to a TV-compatible format. The use of a staring focal plane

eliminates the mechanical scanning components. Also, performance

"characteristics are improved due to the incre&sed number of detector

elements and the longer integration times possible with a staring

configuration.

When these staring focal planes are operated at thermoelectrically cooledr Itemperatures, additional advantages in reduced system size and power

dissipation are also gained.

The inherent advantages of a non-scanned TE-cooled focal plane are

summarized below:

5
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High performance- -The miaimum resolvable temperature (MRT)

and noise equivalent temperature diffaronce (NEbT) are inversely

proportional to the integration time.

0 Low power consumption--No scan motor power is required,

and only a low power TE cooler or zero power-consumption

Freon cooler is necessary.

* Lightweight- -Portable, rugged missile seekers and hand-held

thermal imagers are possible.

* No moving parts- -This means added reliability and reduced

cost.

Staring focal planes, therefore, emphasize purely electronic ways of

achieving high performance. This emphasis makes it easy and

attractive to incorporate them into near-term missile seeker systems

and lightweight thermal viewers.j
Focal planes operating at TE-cooled temperatures offer an additional

advantage over systems requiring liquid N2 cooling in that the system can

be operated with either a thermoelectric cooler or a low pressure Freon

bottle if desired. These low pressure bottles are particularly attractive

in missile applications where they have the advantages of long storage life,

safety, and low cost over conventional high pressure, low temperature

bottles. Low pressure (400 to 700 psi) Freon bottles (i. e., Freon 23,

13, or 16) have boiling points in the range of 191 to 195 K which makes

them ideal candidates for such a cooling system. When thermoelectric

7
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coolers &'e ,'!,ed in missile seeker applications, the seeker can operate

indefinitely in an armed" status and the missile does not have to be

committed to firing (or disposal) as is the c.se with gas bottle systems.

While elimination of the scan mirror reduces the mechanical complexity of

the imaging system, it brings with it the problem of having to perform a

more complex nonuniformity compensation function. Serial/parallel scan

imaging systems having from 10 to 20 detector channels can be

normalized for readout electronics offset and detector responsivity varia-

tions by manually adjusting the channel offset and gain adjust controls.

As the number of output channels increases (e. g., with parallel scan or

staring focal planes), the adjustment of the hundreds or thousands of

detector channels must be implemented via automatic electronic compensa-

tion techniques. The compensation technique used must be a lightweight,

low power approach consistent with these relative advantages of the staring

system.

Table 2-1 summarizes the relative advantages and disadvantages of five

different focal plane configurations which include:

1. TE-cooled staring arrays

2. Serial scan (i.e., Mini-FLIR)

3. Parallel scan/parallel output (i.e., Common Modular FLIR)

4. Serial/parallel scan (i. e., MATRIX FLIR)

5. Parallel scan/serial output (i. e., Honeywell TWS approach)

8
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An example of a staring focal plane design suitable for either missile seeker

applications or thermal imaging systems is shown in Figure 2-2. In this

figure the detector/CCD focal plane is mounted onto a TE cooler which is

housed within a hard-vacuum dewar.

The optical system shown is designed to accommodate an electro-optical

shutter which periodically images a "blackbody" reference onto the focal

plane to update the nonuniformity equalization coefficients and to correct

for dc drift. As can be seen in this figure, the overall optics/focal plane

design is extremely simple compared with more conventional scanned

systems. L

This can also be seen in Figure 2-3 which shows the overall thermal imager

system block diagram. As shown in this figure, the electronics package

consists of the focal plane waveform generators, temperature controller,

video processing, and nonuniformity compensation functions. The non-

uniformity compensation function can be achieved through one of many

different approaches, as will be described later.

The performance advantages realized with a dense staring focal plane are

due principally to the much larger number of detectors that may be used.

An example is shown in Figure 2-4 which presents the MRT vs.

temperature calculations for a scanned array of 350 x 4 (TDI) detectors

and a non-scanned array which consists of 350 x 260 detectors. (The

system modeling was done using the Honeywell Staring Focal Plane

Performance Model, described in Section VI, which is a modification to the

NVL Thermal Irnager Performance Model. , The MRT values for the

10
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K 1.0

r 350 X 4 TDI

0.1

"-0

0.01

IFOV 0.5 MR
FRAME RATE 60 FPS
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180 190 200 210 220 230 240 250

TEMPERATURE IN DEGREES KELVIN

Figure 2-4. MRT vs. Temperature for Staring
and Scanner Detector Arrays
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particular system modeled is on the order of MRT 0. 01 K for the staring

array at 195 K, an excellent MRT level. Of particular advantage here is

that the staring array can operate at `" 240 K with the same performance

level as the scanned system at T = 190 K. This results in a significant

reduction in the TE cooler power requirement.

SUMMARY OF ADVANTAGES

The staring focal plane system has great advantages in the area of reduced

weight, size, and power over scanned imaging systems. Table 2-2 shows

the power and weight comparison of the staring system compared with

three different scanned imagers. The staring array under consideration is a

525 x 390 element array which operates at T = 240 K; this results in MRT

performance comparable to the three other imaging systems operating at

77 K. The weight and power reduction available through the staring system

is considerable as can be seen in this table.

A total system power dissipation of only 7.5 watts and a weight of less than
'• 4 pounds makes this system. extremely attractive for hand-held night-sights

and missile seeker applications. The main power dissipation is related

to the nonuniformity compensation electronics and is such that the system

power dissipation would decrease to about 6. 2 watts for a smaller 256 x

192 element focal plane (assuming that analog compensation techniques are

used to correct for the offset and responsivity nonuniformities). The

Honeywell Thermal Weapons Sight (TWS) approach is shown to be the next

best system in terms of weight and ý-ower dissipation. Even compared to the

outstanding characteristics of the parallel scanned TWS approach, the staring

focal plane results in an additional 25 percent weight and power advantage.

14

'I.

• "-Y. ",•f• . ...,), •, ..,. ... /e-!.,-g:• •.•!. -J



00

E-4 P~
c1Z

co

C0)

0 0

Co

*n Cd C

eq Ai m tl 44 14V4 o .9O

00
u0

0l '-4 04- C* (

'4-V

m Co

W4 -4en
U)M0 Oi n oO

zz '

c". PLU 0 P

015-

;4A Cd



SECTION III

APPLICATIONS AND REQUIREMENTS

Staring focal plane system applications can be categorized into three

general areas:

* Small Anti-Armor Weapons

- SADARM (Sense and Destroy Armor)

- FFAST (Fire and Forget Anti-tank System Technology)

- TGSM (Terminally Guided Submunition)

- Fire and Forget

0 Surveillance Systems

- Night Sight Imagers -1

- Individual Serve Weapon Sights

- Threat Warning j

* Remotely Piloted Vehicles

- Over-The-Horizon (OTH)

- POISE RPV (Pointing and Stabilization Element)
Iit

To generate the focal plane requirements for these types of systems, we

can categorize the applications into general requirement areas.

Infrared systems with potential applications for TE-cooled staring focal

planes, including hand-held viewers, missile seekers, artillery guidance,

RPV sensors, and others, are best identified by considering the tactical

scenario in which the system is intended to operate. Figure 3-1 shows a

16
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! CATEGORY# 1: OVERHEAD TO 450 FROM VERTICAL

CATEGORY 02: 30* TO 60* FROM VERTICAL

i CATEGORY 03: GREATER THAN 60" FROM VERTICAL

H
H

CATEGORY 04: GOVERHEA SD TOIRMA VERICAL

Figure 3-1. Tactical Scenarios According to
Imager-To-Target Viewing Angle
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pi

method of categorizing the operational scenario according to the angle of

incidence between the imager and the target. We can identify the following

four categories:

1. Overhead to 45 degrees from vertical

2. 30 degrees to 60 degrees from vertical

3. Greater than 60 degrees from vertical

4. Ground based imaging (near-horizontal viewing)

P'he first two categories would definitely be autonomous operations and

would require large search fields-of-view. Category 3 would include

both autonomous operation and acquisition before launch.

Cat;,: jry 1 is typical of systems such as the cannon-launched missile and

aircraft dispenser missiles; category 2 includes RPV and aircraft-

i hed missiles. Category 3 Licludes aircraft or helicopter launched

mis 'es, while category 4 includes the hand-held thermal viewer.

Table -41 describes the general FOV, IFOV, acquisition range, and re-

quire"'array size (for strapdown operation) for some typical scenarios

where we have assumed a three-foot IFOV at the target (typical for armored

vehicle recognition). The number of detector elements increases in

general in going from categories 1 to 4.

From this table we can see that the requirements for the array size are

quite large and range from 180 x 90 elements to 525 x 260 elements. Re-

call, however, that these numbers are the requirements for a strapdown

18
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system. The array size requirements vary considerably in the case of auto-

matic acquisition of armored targets since the guidance can be addressed in

terms of two general approaches:

0 Unresolved target acquisition

* R~esolved target acquisition

Unresolved target acquisition depends on a single target feature to uniquely

distinguish it from false targets and background clutter. If this criterion is

satisfied, unresolved target acquisition approaches offer a simple, state-of-

the-art solution to target acquisition.

A
Resolved target acquisition depends on the criterion that the target is an an -

omaly in the background, i. e., that the target is different. The anomalous

characteristics of the target are defined in terms of several target features.

The analysis of these features requires several sensor resolution elements
on the target and/or more than one sensing medium io examine the target

(detect features which are spectrally dependent). When compared to unre-
solved target acquisition, resolved target acquisition approaches should have

*much higher performance. However, the high performance of resolved tar- J

get acquisition approaches may be offset by cost and technological

immaturity. A fair comparison of unresolved and resolved target acquisi-

tion approaches can only be made if one measures the total effectiveness of

the weapon system to which the two approaches are applied.

20



RESOLUTION REQUIREMENTS

Unresolved Acquisition Approach

Unresolved target acquisition depends on the existence of one target feature

which is uniquely different from background clutter and false targets. Infra-

red sensors almost always use the hot target exhaust and its spectral distri-

bution as the target feature. The target feature can be discriminated from

background clutter and false targets by using two-color and spatial discrimi-

nation techniques. The resolution requirement for an unresolved targetJ

acqui~ition sensor is based on the target feature (hot spot), plus background

vs. background, plus clutter contrasts vs. the signal-to-noise capability
2

of the sensor. In a 200 K ft search area, a 40 0 C target feature can provide a

probability of detection, P>0. 8, and a probability of false alarm, PF <

0. 1, if the target feature is three to five percent of the instantaneous field

of view of the detector. Using typical dimensions quoted for Soviet target

features, the ground resolution of the unresolved target acquisition is then
IL 2

approximately 80 to 100 ft.

Resolved Acquisitio,.i Approach

Many researchers in the field of automatic target acquisition have attempted,

with varying degrees of success, to detect and recognize a target in the

background. Features used by researchers include target shape and size,

frequency distribution, brightness (including spectral distribution), struc-

tural details, etc. The use of these or other detail target features requires

21



thaL. the target be resolved into several resolution elements. For this

report, the criteria for visual target detection and recognition is used with

the assumption that machines may someday equal this eye-brain performance.

Johnson has reported that three to four"cycles" on a display are sufficient

must be imaged on a l0 x 20 ft target for a ground resolution of at least 12. 5 fttenbeartrcoiin.Tsmasthttlat16eouineeets1

IMPLEMENTATION APPROACHES

Table 3-2 illustrates resolution requirements for strapdown and gimballed

seeker configurations applied to the three weapon categories. In each case

it is assumed that target acquisition must take place nt the specified acquisi-

tion range of that weapon. This means that category 1 weapons must acquire

450 to 500 ft from the target, category 2 weapons must acquire 1500 ft from

the target, and category 3 weapons must acquire 7000 ft from the target.

V For category 3 weapons, this places an untenable requirement on focal plane

dimensions, optics (0. 4 mr IFOV), and information data rates. An alternate

apprc-ich to category 3 weapons would be to guide (by some other means) to

the suspected target area and then operate as category 1 weapons.

[ i From Tables 3-1 and 3-2 we can see that the focal plane requirements for

staring arrays range from less than 32 x 32 elements to greater than 500 x

500 elements depending upon the particular application and the mode of oper-

ation. Thle smaller arrays are applica~ble primarily to missile seeker sys-

temns and, therefore, represent more near-term applications for the first

generation of staring focal plane systems.

'Johnson, J. , Proceedings of Image Intensifier Symposium, Fort Belvoir,
Virginia, October 1958.
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TABLE 3-2. FOCAL PLANE REQUIREMENTS (NUMBER OF
PIXELS) FOR RESOLVED AND UNRESOLVED
TARGET ACQUISITION OF ARMORED VEHICLES

UNRESOLVED TARGET ACQUISITION

Weapon

Category Strapdown Gimballed

50 x 50 5 x 5

2 82 x 82 14 x 14

3 700 x 700 62 x 62

Assumptions: J JFOV 10 x 10 feet on ground

* Gimballed assumes 6-degree search window

RESOLVED TARGET ACQUISITION

Weapon

Category Strapdown Gimballed

1 175 x 175 14 x 14

2 280 x 280 46 x 46

3 1225 x 1225 2.Lu c 216

Assumptions: * IFOV - 3 feet on ground

0 Category 1 acquisition range = 500 ft; category 2
1500 feet; category 3 - 7000 feet

23



Since the smaller array sizes represent a near-term application, Table 3-3

lists various anti-armor weapons systems which are applicable to automatic

target acquisition using TE-cooled staring focal plane'technology.

Table 3-4 lists the general focal plane requirements for a typical missile

seeker and hand-held thermal viewer system. Of particular importance is

the requirement for a cell size of 1 x 1 mil to 2 x 2 mil which is necessary

to keep the system weight to a minimum.

24
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TABLE 3-4. TYPICAL REQUIREMENTS FOR MISSILE SEEKER
AND HAND-HELD THERMAL VIEWER SYSTEMS

Hand-Held
Missile Seeker Thermal Viewer

Number of 128 x 128 256 x 256

Detectors

Detector Size 1 x 1 to 2 x 2 mil 1.5 x 1.5 mil

Wavelength 4.2 or 5.0 pm 4.2 or 5.0 m

Fill Factor 90% 90%

Optics f/I. 5 f/1. 5

Optics Diameter 2 in. 3 in.

IFOV 0.5 x 0.5 mrad 0.3 x 0.3 mrad

FOV 3.7x 3.7 deg 4.4x4.4deg

Frame Rate 30-60 fps 60 fps

Temperature 195 K 195 K

(Focal Plane)

Dynamic Range 60 dB 60 dB

27
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SECTION IV .
FOCAL PLANE DESIGN

GENERAL CONSIDERATIONS

There is a broad class of requirements for the two-dimensional sampling of

object space in the infrared portion of the spectrum. Typical examples

include night viewing requirements, day/night guidance of missiles, and

threat detection. Currently, the majori' of the systems developed to -
meet these requirements employ a detector array with a scan mechanism

to scan the image across the detectors such that the total field of view is

systematically viewed. The development of the charge-coupled device (COD)

concept and its application to the multiplexing of IR detectors provides a

basis for the development of two-dimensional non-scanned detector arrays.

However, there are certain operational differences between scanning and

non-scanning systems that must be taken into account. In particular, the

change in the signal integration time and the need to view reference signal

sources must be considered.

With a direct injected COD multiplexed focal plane, the photon- generated

electrons are integrated at a COD well to form the signal charge packet that

is periodically shifted to the output amplifier. With a scanning system,

28



the integration time is less than or equal to the detector dwell time and is

several orders of magnitude less than the frame time. With a five-micron

cutoff detector, the total charge accumulated during the integration time is

only a small fraction of the capacity of even the smallest well. However.

for a staring system the detector dwell time is determined by scene motion

and the integration time is the frame time. Under these conditions the

overfilling of the integration well can be a problem.

Figure 4-1 shows the relationship between the maximum integration time

and the incident flux density for BLIP detectors with and without a background

suppression function. As an example, for a detector with a 4.2-micron cut-
14off cold shielded to an f/i1 optics, the eff ective photon flux is 8. 4 x 10 photons/I

cm * second. Referring to Figure 4-1. the maximum integration time is lim-

ited to about one millisecond, whereas the desired frame time is typically

16-33 milliseconds. In fact, for TE cooled detectors where the detector is

non-BLIP, the detector saturation current is comparable to the background

net result of this relationship is that a staring focal plane must have a rela--

tively complex coupling circuit into the CCD, rather than the simple direct

injection suitable for scanning arrays. The more complex input circuitry,

in turn, has implications~ about the amount of COD area required for each

detector and hence, the ultimate size of the focal plane. The size of the focal
plane, in turn, affects the heat load on the TE cooler. These factors must be

considered in assessing staring arrays for applications with high pixel counts.

FOCAL PLANE ORGANIZATION

High density 1R staring focal planes can be realized through the develop-

ment of charge coupled device (CCD) technology. This technology

29
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not only permits the detector signals to be multiplexed off the focal plane

but can also act to implement such critically important signal processing

functions as background suppression, responsivity normalization, anti-

blooming, thresholding, frame comparison, MT I functions, correlation,

and convolution. Since much of the signal processing can be done either

on or off the focal plane, the question becomes one of determining theI

partitioning of the processing functions to determine where they would best

be performed. This determination is made by considering real estate

limitations, photolithography limitations, and power requirements.

The signal readout can be organized through variety of techniques, one

of which is shown in Figure 4-2. In this case, the detector signal is

integrated into the appropriate storage wells of the CCD, and at the end of

the integration period (i. e., frame time) all of these signal1 charges are

simultaneously dumped into the vertical shift registers. Since the charge

storage wells can receive signals independently of the shift registers, the
detector signal can be integrating the next frame of information while the

vertical shift register parallel shifts the first frame signal into the high-

speed horizontal readout register and into the output amplifier stage.

Assuming a frame rate of 1/60 second, we can calculate the clocking speed

requirements for the horizontal and vertical shift registers as a function

of the array size (Table 4-1). These data rates represent relatively

modest CCD clocking requirements.
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TABLE 4-1. FOCAL PLANE OUTPUT DATA RATES

NUMBER OF DETECTORS

64 x 64 128 x 128 256 x 256

Vertical Register 3.8 kHz 7.7 kHz 15.4 kHz

Horizontal Output Register 246 kHz 0.98 MHz 3.9 MHz

Operation of this type of focal plane readout organization has been

demonstrated on Honeywell's 2181 CCD chip shown in Figure 4-3. This

chip is a 32 x 32 element IR focal plane readout chip which is an N-channel,

buried channel structure that includes a bias-charge injector circuit at the

end of each parallel shift register. The bias-charge injector is used to

evaluate the chip performance during testing and also to inject a bias

charge to improve transfer efficiency (if necessary). The photo also

shows the detector substrate contact pads and the detector/CCD alignment

marks necessary for alignment of the detector with the CCD during the flip-

chip operation. The chip has a pixel size of 4 x 4 mil with 1 x 1 mil

bump interconnects.

Figure 4-4 shows a corner detail of the 2181 CCD which shows the parallel-

to-serial transfer lines and the source-follower output amplifier.

3
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FACTORS INFLUENCING FOCAL PLANE SIZE

The maximum, or optimum, number of detectors whi'h can be placed on

the focal plane is determined by many factors, including the power dissipa-

tion limitations, photolithography limitations, and processing yields.

These factors are indicated in Figure 4-5 and can be conveniently broken

down into four main factors:

0 Detector density

* CCD processor cell and chip size

* Number of detector chips per CCD processor

* Number of detector/CCD chips per focal plane

Here, the CCD chip size and detector density will determine a module

size. A multiplicity of these modules may be assembled into an array

of modules which then make up the complete focal plane assembly.

Backside Illuminated Arrays

In hybrid focal plane structures, several approaches can be taken to

mechanically interconnect the detectors with the CCD array. One technique

shown in FigLre 4-6 shows the method of bump-mounting the detectors to

the CCD. In this case, indium bumps are electroplated onto the detector

diodes which have been fabricated on an IR transparent substrate. Indium

bumps are similarly plated on the input nodes to the CCD, and the

detector and CCD array are then flip-chip bonded together by thermo-

compression mating. Figure 4-7 shows a photograph of a 32 x 32 element

PbTe detector array fabricated on a BaF substrate which has been
2
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electroplated with indium bumps and is ready for mating to a 32 x 32

element CCD array. Detectors are on four-mrl centers, and the indium

bumps are 1 x . mil.

This bump interconnect approach used in conjunction with backside

illuminated detectors is capable of making detector arrays on as small

as 1 x 1 mil centers since the only size limitation is with the minimum

bump size and spacing that can be fabricated. Current technology permits

fabrication of bumps 0. 5 x 0. 5 mil on 1 mil centers.

Front Side Illuminated Arrays

An alternate approach to detector/CCD interconnects is shown in

Figure 4-8. With this technique, bulk semiconductor materials such as

HgCdTe are bonded onto the passivated CCD substrate. After the HgCdTe

has been polished to its final thickness (f-101m), channels are etched in the

material to gain access to the CCD input contacts protruding through the

CCD passivation layer. An insulating layer protects the etched edge of

the HgCdTe and an evaporated top contact is then photolithographically

defined which connects the detector top contact to the CCD input contact.

With this approach the limiting detector density is primarily determined by

the etched channel width necessary for making the detector/CCD electrical

interconnect. These critical dimensions are limited by current photo-

lithography techniques. Figure 4-9 indicates the dimensions which

determine the detector active area fill factor. Table 4-2 shows the

projected dimensional factors along with the fill factors for various pixel

sizes using conventional photolithographic printing techniques.
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TABLE 4-2. PROJECTED DETECTOR DIMENSIONS
FOR PLANAR HYBRID STRUCTURE

PIXEL SIZE DETECTOR SIZE FILL FACTOR

Ax Ay Bx By W%

0.001 0.001 0.0005 0.0007 35

0.002 0.002 0.0015 0.0017 64

0.003 0.003 0.0025 0.0027 75

0.004 0.004 0.0035 0.0037 81

It can be seen from this table that detector sizes down to 2 x 2 mil are

attainable with moderate fill factors using this approach.

*1 Optical and electrical cross talk from element to element can also place

restrictions on the detector packing density. The primary source of cross

talk in high-density staring focal planes will probably be due to the

minority carrier diffusion length in the undepleted region of the detector.

Detailed calculations of detector cross talk for thinned HgCdTe PV

detectors are given in the following subsection which characterizes the

tradeoff between detector size, quantum efficiency, and cross talk for

detectors as small as 1 x 1 mil. Special detector designs have been

developed which should permit cross talk levels of less than 5 percent

between adjacent detectors while maintaining a high quantum efficiency on

backside illuminated 1 x 1 mil detectors.



Cross talk effects due to transfer inefficiency in the CCD are represented

by a function of the following form:

(Ne) 2
Cross talk Ne + 22

where N = number of transfers, e = transfer inefficiency. For e = 10

and a 128 x 128 SPS readout CCD, the cross talk term calculates tc a

negligible 0. 5 percent.

Table 4-3 lists the salient features of a TE-cooled staring focal plane

structure which will be characteristic of systems in the near future (2 to

5 years).

PV DETECTOR PERFORMANCE

The detector requirements for future TE-cooled backside illuminated

focal planes are listed in Table 4-4.

Several PV detector materials are possible candidates for use in these

applications; they include:

HgCdTe

InAsSb

InGaSb

PbTe

PbSnTe

42
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TABLE 4-3. CHARACTERISTICS OF NEAR-FUTURE
TE-COOLED FOCAL PLANE

CCD readout electronics

PV HgCdTe detectors

Bump interconnect detector/CCD coupling

Automatic background suppression

Antiblooming

Chip size = 600 x 500 mil

1 x 1 mil cells

512 x 375 pixels

Cross talk < 5 percent

Quantum efficiency > 50 percent

Xc = 4. 2 or 5.0 pm

Chip butting on two sides only (if needed)

30 to 60 fps frame rate

43
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TABLE 4-4. DETECTOR REQUIREMENTS FOR
FUTURE TE-COOLED BACKSIDE
ILLUMINATED FOCAL PLANES

Detector size = 1 x 1 mil to 3 x 3 mil

Cross talk < 5 percent

Quantum efficiency > 50 percent

Xc = 4.2 or 5.0 Pm

Bump interconnects to CCD

Highest possible R A product
0

Operating temperature > 190 K

Thinned backside illuminated

The Pb-salt detectors are characterized by their relatively high

capacitance/area (0.5 to 1. 0 F/cm ) and large thermal expansion coefficient.

The large expansion coefficient of these detectors limits the ultimate size

of the focal plane that can be fabricated with the flip-chip bump interconnect

approach to approximately 200 x 200 elements. This differential

expansion coefficient between detector and the silicon CCD substrate is

greatly reduced with the other detectors listed and these can therefore be

considered for eventual fabrication into very large arrays.

The first three detectors, HgCdTe, InAsSb, and InGaSb, must be considered

as the three most promising detector materials for use in the TE-cooled

staring focal plane application since all can theoretically meet similar

44

- !~V.



bandwidth and D* values. Table 4-5 lists the pertinent characteristics

of the detector candidates.

The backside illuminated detector focal planes require the use of a thinned

detector material so that the radiation is absorbed within the carrier

diffusion length. Thinned detector arrays as well ae "thick" HgCdTe

detectors have been characterized and the results are pre :-'.nted here.

HKCdTe Detector Performance

Data at 193 K for over 230 small-area 3 to 5 pm HgCdTe n+ -on -p

junction photodiodes are shown plotted as a function of diode cutoff

wavelength X in Figure 4-10.CO

The open data points in Figure 4-10 are average values for the product

of the junction zero-bias voltage impedance R and the optical area

A (0. 001 in, x 0. 001 in. as determined by an optical mask) for three

arrays. The more physically significant parameter would be R A
o diff'

where A is the area over which lateral diffusion of electron-holeAdiff

pairs takes place. Since the minority- carrier diffusion length L is on•: e

the order of 20 /m, Adiff could be as much as nine times larger than A
Sthus the R A product certainly is a conservative estimate of junction

o op
quality for these optically masked arrays. Because of the presence of the

optical mask, it is not possible experimentally to determine Adiff by a spot

scan.
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Figure 4-10. R A Products for 233 n -on -p HgCdTe Small-Area

Near-Infrared Photodiodes at '93 K, Plotted vs.
Cutoff Wavelength
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The remaining data in Figure 4-10 are for the R A product for two linear

arrays and for some isolated elements. Here Aj is the actual junction

implant area.

Extrapolation of these data to the case of a cutoff wavelength of 4.4 Jm
2

at 193 K indicates an "average" value for R A of about 13 ohms-cm2
0 2

and a "best element" value in excess of 20 ohms-cm

Figure 4-11 shows R A as a function of temperature for a 68-element
0

linear HgCdTe photodiode array. The active area of each element was

0. 005 in. x 0. 005 in. The spectral cutoff of the array was 4.3 micro-

meters at 193 K. The average R A at 193 K was 15co-cm with the best

element having a value of 30c-cm . At 146 K the average R A was
2 2 0

900f-cm with a best element at 20000-cm2. Analysis of the forward

300 250 200 180 160 140

10

DATA: 68-ELEMENT HgCdTe
1O2 DIODE ARRAY

A = 0.005 in. x 0.005 in.
Ac 4.3 pm (193 K)

S 10' CALCULATIONS:
X = 0.316
NA = 9.0 x 10

0.i _N 10 7 c -
10 ND 2.0 x 10cm3

o . RADIATIVE LIMIT

10-1

10-2I

3 4 5 6 7
1000/T

Figure 4-11. R A vs. Temperature for a 68-Element0

n -on - p Diode Array
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current-voltage characteristics and of the relationship between R and the
0

saturation current has verified that the diodes are in fact limited by

diffusion current at temperatures above approximately 140 K.

Figure 4-12 shows R A as a function of temperature for an 86-element
0

linear array of HgCdTe photodiodes with Xc 4. 15 micrometers at
2

193 K. The average R A at 193 K was 25.4 0-cm with one-sigma
20 2

deviation of 6.80-cm . At 146 K the average R A was 9000I-cm * The0

2 2best elements displayed R A = 35 n -cm at 193 K and 2000n-cm at 146 K.
0

The diodes were limited by diffusion current with minority carrier life-

time approaching the radiative limit. The R A continued to increase as
0

the temperature was decreased to 77 K. The average R A at 77 K was
4 2

5x 10 ficm.
0c300 250 200 180 160 140

103

DATA: 86-ELEMENT
HgCdTe DIODE ARRAY
A 0.005 in. x 0.005 in.

CX = 4.2 prm (193 K)
NA = 9 .0 x 0 cm-3

ND 2.0 x 1017 cm-3

:o 100 Te RADIATIVE LIMIT

10-

i02 !

3 4 5 6 7
1000/T

Figure 4-12. R A vs. Temperature for an 86-Element
n -on - p Diode Array
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Data for uniformity of R A product and current responsivity are shown in
0

Figures 4-13 and 4-14.

Excellent diode I-V characteristics are obtained with these detectors.

Figure 4-15 shows typical I V characteristics for a 4.2 psm detector

operating at T = 195 K. The quality of the detectors can be seen by

observing the large increase in detector dynamic resistance upon reverse

biasing the detectors (Figure 4-16). These excellent reverse bias

characteristics allow the use of new input coupling schemes in which

detector reverse biasing or operating off of zero bias is used.

R A AT 193 K0100, - '- -
XC193 K) = 4.1 Am

EI
YH". , H

10" --. . . '-

0 10 20 30 40 50 60 70 80 90

ELEMENT NUMBER

Figure 4-13. R A Data at 190 K for an 86-Elerment

n -on - p HgCdTe Photodiode Array
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Figure 4-14. R A and Current Responsivity Data for a
6?-Element n+-on - p HgCdTe Photodiode Array
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Figure 4-15. I-V Characteristics of R Aý-- 26
"ohm-cmz Diode 0
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Figure 4-16. Increase of.")etector Resistance A
• with Respe,,. to Reverse Bias
(R A 26 im-cm2)

0

HgCdTe Performance on Thinned Diode s

Thin diodes are needed for hybrid focal plane configurations. To find out

whether any structural or processing problems would arise with such thin
+

photodiodes, experiments were performed with thin (<12Mtm) n - on - p

Hg 0 7 Cd Te photodiodes on both CdTe and Si substrates (made under

NRL contract N00173-77-C-0355).
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Three n -on -p Hg 0 . 7 Cd0. aTe photodiodes were processed on CdTe

substrates with an overall final thickness of about 101m. Data for the

average R° A. products of these "thin" arrays are shown in Table 4-6.

Data for a conventionally processed "thick" array, from nearby starting

material, are also included in Table 4-6. Each array contained junction

areas A. that ranged from 0, 13 x 10- 4 cm 2 to 4.8 x 10- 4 cm 2 .

I
+

The data show that R A. products in "thin" n -on -p photodiodes on CdTe
01

substrates can be as large as those obtained on conventionally processed

"thick"' structures.

+

A p-p backside layer was not included in these thin photodiode arrays.

The backside of these thin arrays: p- region was treated with a ZnS

sputtered layer, which is known to accumulate p-type IIgCdTe, so that

some degree of is-lation of the minority-carriers from the backsid3

surface probably was present. Because the thin p-type region is less

than a minority-carrier diffusion length from this backside surface, the

R A product will depend on this degree of accumulation.

Detector Design Considerations

Figure 4-17 shows a cross sectional diagram of a backside illuminated

detector array. Several key items are of particular importance in the

design of the detector irrgy. They are

* Detector substrate

0 Detector/substrate adhesion

0 Quantum efficiency
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* Crosstalk

* Detector thickness

Detector Substrate

The detector substrate can be either an integral part of the detector array

(i. e., InAsSb epitaxially grown on GaSb substrates or epitaxial HgCdTe

on CdTe substrate) or a separate material where the detector is attached

(via e.g., IR transparent epoxy) to an IRTRAN or sapphire type of

substrate. The substrate selection is based upon thermal expansion, or

detector growth, compatibility.

The selection of the substrate material can act to modify the detector

spectral characteristics. Figures 4-18 and 4-19 demonstrate this effect.

Figure 4-18 shows the spectral response of a 4. 8m detector which has

Leen attached to an IRTRAN II (ZnS) substrate. It can be seen that the

spectral response is characteristic of the HgCdTe detector alone with the

exception of some small "dipa" in the response due to multiple interference

effects with the thin epoxy layer. Figure 4-19 shows the spectral

response of a 5.3pjm detector which has been epoxied down to an HgCdTe

(x = 0.4) substrate. In this case the spectral response goes to zero

at the long wavelength cutoff of the substrate which is at about 3pm. The

dips observed are again multiple interference effects between the substrate,

epoxy, and detector layers and are not due to absorption effects.

The detector thickness, quantum efficiency and crosstalk are closely

interrelated to one another and require careful analysis to achieve an

optimum performance focal plane.
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1.:
Quantum Efficiency for n p-p Photodiodes

Figure 4-20 shows a detailed cross section of a typical HgCdTe detector

structure.

Three factors can degrade the diode quantum efficiency from the ideal

100 percent value:

a. Reflection losses at the air-detector interface. These

will be overcome by antireflection coating and are not

discussed further.

+
b. Absorption of photons in the p layer and subsequent

loss due to recombination before the photon reaches the
+

n -p junction.

c. Absorption of photons in the p layer and subsequent L
recombination as in b above.

The standard treatment of c assumes diode thickness much less than

diode length or width and suggests a quantum efficiency n given as

d -1
, (cosh j--) (4-1)

e

where d = detector thickness and Le minority carrier diffusion length.

Building in the p layer, and under the same assumptions as those used

to derive Equation (4-1), the following more general expression is

obtained for the quantum efficiency for radiation incident on the p+ face

of the photodiode:
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Figure 4-20. Cross Section of Detector Array

hs=l(4-2)cosh c•-)os h(•+ 1+ H th tanh( w--

N r TN 1/2
A e e+

where H - A Lee;]
WN T e+

+
So that the p -region will not reduce the overall quantum efficiency,

Equation (4-2) says that we must have w<< L and, again assuming a
r e+

thin p-region (d<< Le), that we must have

NA r~~ 1/2 LL «
NA 'Te .e+ w d <

NA+ Le+e b e+ e
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If, therefore, H is small, and if w is much less than Le+ Equation (4-2)

reduces to Equation (4-1), the conventional expression for photodiode

quantum efficiency. The derivation of Equation (4-2) is based on the

approximation that all the radiation absorbed in the p÷ layer is absorbed

near the outer face of the layer; thus, we have neglected surface

recoombination.

These considerations notwithstanding, it is incorrect to consider the

photodiode width and length to be much greater than diode thickness.

Lateral diffusion effects will play a greater role in determining the

quantum efficiency than either Equation (4-1) or (4-2) would suggest.

Indeed, from Equation (4-1), and with d 10jm and L. 20pm, we

derive 11 = 0.9. The more careful lateral analysis suggests T 0. 6.

That analysis is presented in the next section, which treats the irnplica-

tions of lateral diffusion on both quantum efficiency and cros. talk.

Figure 4-21 shows a typical plot of the measured quantum efficiency of

HgCdTe detectors ( = 4. 2pm) as a function of the detector thickness.

It can be seen that a maximum is observed with a thickness of 5 to 8p.iim

and gradually decreases with increasing thickness.

Cross Talk Calculations for Backside Illuminated Arrays

Lateral diffusion of carrier pairs generated at the front surface of the

p-type base region will give rise to some loss in quantum efficiency for

individual elements and, more important, to interelement cross talk.
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Figare 4-21. Measured Quantum Efficiency vs. Detector
Thickness at T = 193 K for PV H}gCdTe
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Figure 4-22 illustrates qualitatively the spot scan profiles of an individual

element of the mosaic for the ideal case of no lateral diffusion and for the

realistic case with lateral diffusion.

By symmetry, the 50 percent contours will be straight lines at a distance L

apart, where L x L is the cell size. In this case one can see that the

optical area and the diffusion area will be about equal:

A A ~Lx L
op diff
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Numerical solutions have been obtained for the cross talk and quantum

efficiency of backside -illuminated HgCdTe detector arrays using a thermal

conduction computer program. The results indicate that for nominal

1. 5 mil square detectors the detector thickness must be under 0. 5 mil to

limit the cross talk to less than 10 percent. Both crosstalk and quantum

efficiency depend strongly on detector thickness, so careful fabrication

control on thickness will be necessary to make large backside-illuminated

detector arrays.

Description of Cross Talk Analysis--The calculations are based

on the detector configuration shown in Figure 4-23. The detector junction

areas are assumed to be completely contiguor3 in - square matrix. One

detector is uniformly illuminated while the rest are dark.

The quantum efficiency and cross talk calculations are based on a general

solution of the minority carrier flow problem in the detector. The carrier

flow is described by two equations: the continuity equation, and the

equation of motion. The steady state continuity equation is

nv G-- (4-3)
'I.

where the term of the left-hand side describes flow of carriers out of a

unit volume, and the terms on the right-hand side represent carrier

generation due to optical absorption and carrier loss due to recombination

within the unit volume. The total excited minority carrier number is

given by N = f G dVol.* The equation of motion reduces to

*G is limited to excitation in one detector volume.
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nV -D7 n (4-4)

when the minority carrier density a is much less than the majority carrier

density. The term nV is the carrier flow anywhere within the detector.

Combining Equations (4-3) and (4-4) we obtain the general differential

equation which must be solved:

L 7 + r n 0(4-5)

where

2LD r

Once n(x, y, z) has been determined, the current flow to the junction is

given by an integration of the current density over the junction area:

l1 J dA= A nqV -dA (4-6)
A.A

The solution of Equation (4-5) depends critically on the boundary conditions

at the edges of the detector array. For the backside -illuminated structures

considered here, most of the photon absorption takes place in the thick

p layer. An accurate approximation tc the actual diode structure is that
the diode n -layer is assumed to have negligible thickness. Any carrierI which reaches the edge of the junction depletion region is rapidly sweptIacross the junction to the n-side by the built-in junction electric field. The
boundary condition on the minority carrier density is n(junction) 0. The
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F,-

boundary condition over the remainder of the detector periphery depends

on the nature of the surface passivation. A phenomenological term which

describes the "quality" of the surface passivation is the surface

recombination velocity S, which describes the loss of minority carriers

due to recombination at the surface. The boundary condition at a passiva-

ted surface is given in terms of the surface recombination velocity by

n(surface) S D V n - n (4-7)
surface

where n is the normal to the surface.
n

A complete analysis has shown that the critical parameter for the surface

boundary condition is the dimensionless ratio S/L/T when S/L/,r is much

less than one, the boundary condition reduces to V n • = 0.n surface i

The factor 1/4 is a characteristic "diffusion velocity" which for 3 to 5Po

HgCdTe at 195 K is approximately 10 cm/s. Measurements on

passivated HgCdTe surfaces have shown that S is typically below 100 cm/s,

so S/LI/ 0. 01,

The differential equation, boundary conditions, and solution for current

collection efficiency are summarized in Table 4-7.

The quantum efficiency is calculated by letting dA range over the junction

of the detector which is illuminated, while the cross talk to another

detector is calculated by letting dA. to range over some unilluminated

junction.
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TABLE 4-7, CURRENT COLLECTION EFFICIENCY SUMMARY

Differential Equation L2 V2 n(x, y, z) + ,rG(x, y, z) - n(x, y, z) 0

Boundary Conditions:

At a passivated surface V n • n 0
n surface

At a junction n 0

!3 Dn_ dA
Quantum efficiency n =

G dVol

Because of the mixed nature of the boundary c3nditions (n specified over

part of the surface, n specified over the remainder of the surface), an,

analytical solution to Equation (4-5) for physically interesting geometrical

configurations is difficult to obtain. Fortunately, bec~aas,.; of the similarity
of the minority carrier flow problem to the heat flow problem, numerical

computation techniques originally derlvad for thermal conductivity may be

readily used for cross talk calculations.

The equation describing heat dlow in a homogeneous solid is

72 T 0 (4-8)
pc
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This equation is solved using a thermal conduction computer program which

uses a finite difference algorithm. T is identified with n, and Q is identified

with (rG - n). The detector array is divided kito a set of nodes, and the

computer derives a self consistent solution for the heat (carrier) input to

and output from each node. Then the heat (carrier) flow to the surface is

summed over each detector junction area to give the quantum efficiency and

cross talk.

The results of the analysis are shown in Figures 4-24 and 4-25. Figure

4-24 shows that, for a fixed base thickness of 12.51m, a 0.002 in. x

0. 002 in. cell size, and a minority-carrier diffusion length L of about
e20p1m, an interelement cross talk of about 7 percent for adiacent elements

(about 1 percent for diagonal elements) and a quantum efficiency of about

60 percent can be expected. The goal for the base thickness is lom,

so that (judging from the trends of Figure 4-25) one might expect cross-

talk for adjacent elements to be more like 5 percent and quantum

efficiency to be more l'ke 65 percent.

The numerical results are summarized in Table 4-8. For these results
-1

the optical absorption coefficient was taken to be 3000 cm

The large value of adjacent element cross talk which these calculations

indicate is primarily due to lateral diffusion of optically generated

e.ectron-hole pc irs from one unit cell of the mosaic to the next. This

can be reduced, of course, by reducing the minority-carrier diffusion

length Le, but what we want to have is material with re, and h.,,ce L

as long as possible to obtain maximum R A.
0
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TABLE 4-8. NUMERICAL CROSS TALK
CALCULATION RESULTS

Thik- Diffusion Crs-ak~Quantum

Detecto Efficiency
ness Lnt _____

A (pm) d W(pm) L (pM) Adjacent Diagonal()e

37.5 12.5 15 9.3 1.4 48.6

37.5 12.5 30 10.7 1.8 58.4

37.5 6.25 15 3.3 0.2 68.0

37.5 6.25 30 3.5 0.2 71.8

37.5 25.0 15 20.8 5.5 14.6

37.5 25.0 30 26.3 9.0 25.7
25.0 12.5 15 16.0 3.8 37.8

25.0 12.5 30 17.9 474.
50.0 12.5 30 7.1 0.7 54.4

50.0 12.5 30 7.1 0.7 66.8

One method of reducing the cross talk is to further reduce the base

thickness d. Cross-talk varies almost linearly with base thickness (see

Figure 4-25) and R A varies inversely with d so that reducing iche base
0

thickness simultaneously reduces cross talk and increases R A.
0
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FOCAL PLANE READOUT ELECTRONICS '
Input Coupling Analysis

Several input coupling circuits were analyzed itr use in the staring focal

plane application. All circuits fall into two broad classifications: source

coupling techniques and gate coupling techniques.

The basic problem in dealing with the small input cells is that extensive

background suppression is required due to the limited charge-handling

capability of the small cells. This analysis concludes that source coupling, -

while reducing the input 1 /f noise effects considerably, requires quite corn-

plex dc supression techniques, thus pressing the fabrication technology

if these circuits are to be fabricated in small unit cell sizes.

Most gate-coupled input circuits su~ffer from input gate 1/f noise problemsI at these low frequencies and therefore tend to need high input stage gain
requirements to get above the 1/If noise. In addition, high reset noise levels

are found on several of the circuits analyzed when the circuits are reduced

Inetionvrml ( inpu is shw to operatel sines aHuniqeymanerl' suchpl thatmhig

Inetoierosal (I i ndu 2s shw 2o mieracel sizes aoniqeywl Maneulhthtil Sampl

perormncelevels can be obtained using this simple, low component count

input technique.

Source Coupling--The frame rate possible with source-coupled inputs is

limited to about 1000 frames per second due to the limited background

suppression factors that are achievable with present and near future

state-of-the-art threshold uniformities. The use of zero-bias source-

coupled detectors requires a preamp stage if detector -limited performance
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is to be achieved, but this demands considerable area which is not

available with small cell sizes, such as 2 x'41 mil or 1 x 1 mil.

Figure 4-26 shows the frame rate possible as a function of the cell size

for a background suppression level of S 1 and S 10. The large cells

01 have a larger fraction of real estate available for charge storage than do

the smaller cells and therefore lower frame rates are possible. Even

with a 4 x 4 mil cell and a background suppression factor of S =10, we
2

can still only achieve a 500 fps frame rate for~ the RA =40CI cm
detector with ff1 optics.

If other approaches were not available, source coupling could be used by

multiple readout and storage in registers off the focal plane. Although

clearly possible, this method has significant disadvantages:

9 Increased system complexity, power dissipation,

and size requirements

focal planes of future systems

An example of the high speed data rates required for l~arge focal planes

is seen by considering a 512 x 375 array with the desired frame rate of

30 fps. The output data rate required if the focal plane is read out at 10

times this rate and the information stored off the focal plane is f
C

57. 6 MHz, well beyond present state-of-the-art. Reduction of this data

rate would involve further system complexity in requiring storage in

multiple registers and would entail further readout processing.
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Gate Coupling Inputs--Three prime candidate input circuits were analyzed

for performance in a 2 x 2 mil and 1 x 1 mil configuration. These circuits

are

* Multiple Sample Injection (MSI) Input

0 Direct gate coupled

0 Modified MOSFET Gain Input I
0 Subthreshold MOSFET Amplifier Input

a Bipolar preamp input

Table 4-9 shows a summary of the five different gate coupled input circuits j
which were characterized. The conclusion reached from the analysis are

the following:

1. The MSI input combines the features of simple, low component

count configuration which permits fabrication of CCD cell

sizes to 1 x 1 mil and less while maintaining a near-unity

input noise figure.

2. The direct gate coupled input requires relatively large input
currents in order to achieve a low input noise figure.

Alternatively this input can be operated at low frame rates

but with a high input noise figure.

3. The reset noise on the Modified MOSFET and Subthreshold

Amplifier inputs limits the input noise figure to the mid-teens

for small cell sizes. Again, however, a low input noise

figure can be achieved if a large cell size can be utilized.
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MSI Input- -The MSI input analysis is described in Appendix A. The

following subsections summarize the performance calculations made for

the other gate-coupled circuits.

Direct Gate-Coupled Input--One approach to coupling the photovoltaic

detector to the CCD is by directly connecting the detector to the input

MOSFET gate, as shown in Figure 4-27a. The advantage of this approach

is that the detector is floating, so the detector background current does

not flow into the storage well under 0w However, there is a condition on

'he input gate current: it must be sufficiently high to keep the noise of

the input MOSFET below that of the detector. The input noise figure as

a function of input current is calculated below, with reference to the

noise equivalent circuit of Figure 4-27b. The input noise figure referred

to an open circuited detector without CCD readout is

1/2

NF = [ + io (4-9)

where IB background generated current

Is = detector saturation current
I0 CCD input current

This result is plotted in Figure 4-28 for a 2 x 2 mil detector at T 190 K.

It can be seen that relatively large input currents are required to achieve a

low input noise figure. These higher input currents are incompatible with

the CCD receiving well capacity as indicated in the figure. The receiving

well (assuming A = 0.25 A D) current for a 60 frame per second input

is about 6 x 10 amps maximum.
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Figure 4-27a. Direct Gate-Coupled Circuit
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Figure 4-27b. Gate-Coupled Noise Equivalent Circuit
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-; Figure 4-28. Noise Figure for Direct Gate-Coupled Input

as a Function of CCD Input Current

This current requirement for the gate-coupled input can be reduced by

providing a detector signal voltage gain between the detector and CCD

input gate. The input current level can then be reduced by a factor equal
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to the square of the gain. The increase in integration time needed isI
about a factor of 100 so that an input stage gain of 10 should get to the

desired 60 frame per second rate.

Modified MOSFET Gain Input- -One drawback to the gate -coupled input

described earlier is the large amount of current which must flow into

the CCD storage well to make the noise of the input MOSFET lower than

the detector noise. Because of the limited storage well area, this large

current results in a very short frame time. This current can be

significantly reduced if some gain is introduced between the detector and

the input gate.

Figure 4-29 shows a diagram of this gate-coupled input circuit. In this

case, the MOSFET (Q1) provides the necessary current -to-voltage conver-

The voltage -to- current conversion is thus accomplished through the

modulation of the CCD input current. Since the CCD receiving -well (VRW)

is of necessity small, the input gate must be operated in the subthreshold

region with the injected charge integrated under VRW. Notice that the

injected charge is related exponentially to the ac component of the diode

current (this is generally assumed small enough to linearize the relation-

ship).

LThe noise analysis of this circuit is relatively straightforward, The

detector/input noise figure, defined relative to the noise of the detector

F alone at zero bias, is given by
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Figure 4-29. Modified MOSFET Gain Input Striuzcture
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S( (glKg2)R D)

_)2 ___l" ý_ 1 4kT qV'

qF R
NP I + 21

(4-10)

where

9- 1k L ax q 1/2 - 1 (= Bias MOSFET
-4C0 /o1transcoaductance)

"e qVR 
1

1 B IS ( P kT )
qIo 0

g2 -= - (= CCD input transconductance in subthreshold region)

1o = CCP input well current

I= detector saturation current

In this expression, 1 /f noise of both the detector and the CCD inputs have

been neglected. They are readily included, but for a first-order tradeoff

on CCD input current and detector parameters, the results are more

transparent without the 1/f noise.

Figure 4-30 gives plots of the noise figure (NF) vs. the detector reverse

bias for input currents, I of 0.03, 0.1, and 1.0 na. Notice that, toI0
82
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"T = 193K
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Figure 4-30. Noise Figure vs. Reverse Bias for the Mo6ified
MOSFET Input for 4. 2 pm Detertlr
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f achieve values near unity, it is necessary to reverse bias the detectors

to -40 mV and use input currents of -1.* 0 na. This result thus indicates

that. although NF values near unity may be obtained by this technique. a

1 mil cell must operate at a frame rate of .-2 kHz to accommodate the

integrated input current assuming no additional current suppression func-

tions can be incorporated into the cell. Thus, although this cell can

achieve NF values near unity, any advantages obtained by this feature are

negated by the high frame rate requirement. (Alternativey, should the

input be operated at sufficiently low I~ values to produce low frame rates,

the NF value would be very high at attainable reverse biases.)

In addition to the above mentioned frequency limitations, the cell's noise

figure performance changes radically when consideration is given to the

reset noise of the dc biasing network. (This source of noige is normally

neglected in the treatment of preamplifiers and is factored into the curves

I of Figure 4-30.) For large cell sizes, this source of noise can readily
be minimized by enlarging the coupling capacitors. For smaller cell

sizes, this is not generally possible, which leads to a dominance of the

noise by this term. In general, the noise figure due to the reset only is

NF [1 + 2 TC1(4-11)
Reset 2qI R 2Af + 4kTR af .

o Di D
where

R R

D Q1

1 0 S total detector current
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rC a total reset capacitance

•,Af a- noise bandwidth

For a 1lx 1 mil cell size, typical values are C- 10"1 and 1 7 x 10-

amps, thus yielding

14 for a 60 Hz frame rate
NReset

2.6 for a 2 kHz frame rate

.1

Notice that, in either case, the input noise is dominated by reset noise

which makes the noise figure essentially flat for reverse biases as shown

in Figure 4-30. (An exception would be to modify the input circuit by

eliminating the reset MOSFET. This would eliminate the reset noise but

would introduce large responsivity dependent offset levels in the CCD.)

Subthreshold MOSFET Amplifier Input--In this technique (Figure 4-31),

gain is provided at the V electrode by using positive feedback of the signal

voltage at node 1 to modify the gate voltage of the pull-up device (node 2).

The gain thus obtained is derivable by consideration of the feedback ratio

in the subthreshold regime. Quantitatively the result is

CFB + G +ICGain =

CG + C

where
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Figure 4-31. Subt~hreshold MOSFET AmplifierI
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SCG - gate capacitance of Q1

C FB feedback capacitance

and

C1  the capacitance associated with the reset

transistor and the CCD input gate

Notice that the circuit allows for adjustment of the quiescent voltage on

V by periodic pulsing of the reset gate. Also of interest is the highg

component count (three transistors and one capacitor) necessary for

proper implementation.

Figure 4-32 plots the NF vs. the detector reverse bias with I as a running
0

parameter. Notice that, to attain noise figures near unity, it is necessary

to run the detector at a reverse bias of approximately 40 mV with a CCD

input current of -0. 4 nano amps. This results in frame rates considerably

higher than the desired 30 frames per second (again apsum'ng space does

not permit further dc charge reductions).

A final point of interest in conjunction with this circuit is the Influence of

the reset noise on the gate. This noise source again limits the input noise

figure to values at or near the mid-teens.

Bipolar Preamp Input--Figure 4-33 shows a bipolar preamp input circuit

structure. The bipolar transistor can exhibit low noise characteristics

while operating at relatively low power dissipated levels. Additionally,
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Figure 4-32. Noise Figure Sequenced vs. Detector Reverse

Bias for the Subthreshold MOSFET Amplifier
Input
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VCL

VRS "

Figure 4-33. Gate-Coupled Bipolar Preamp Input

a favorable 1/f noise characteristic makes them attractive at pre-I amplificatior,• stages.

This input circuit, however, has ýeevaral drawbacks, one of which is the

unit cell real estate requirements. This input circuit requires three

MOSFET transistors as well as the bipolar transistor. In addition, the

circuit of Figure 4-33 will exhibit a wide variaticn in the transistor gain

values, unless a feedback resistor (or feedback MOSFET) is incorporated

into the circuit for gain st abilization.

The area requirements of four MOSFET and one bipolar transistor, plus

the CCD input structure and shift register, place a lower limit on the unit
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cell size of about 5 x 5 mil or 4 x 4 mil for the smallest dimensions.

This large unit cell limitation greatly limits the potential applications of

this structure and therefore does not merit further consideration for this

application.

1/f Noise Effects

The effect of 1/f noise components generated at the input gate of the CCD

structure can strongly influence the focal plane performance depending upon

the detector/CCD coupling circuit and the device processing parameters.

Although the exact source of 1/f noise is not precisely known, it is felt

that traps at the Si - SiO2 interface which have a wide range of trapping

time constants are responsible for these effects.

As described in contract report DAAK70-76-C-0250 the 1/f noise voltage

at the input control gate of a CCD can be described by the following

empirically derived equation:

C KT
2 n

1V
Vn 2C A fn

ox g

where

C ff oxide gate capacitance/area

A = input gate area
g

f = reassuring frequency

n = slope constant (typically 0. 8 < n < 1. 0)

t 2C = processing quality factor (in units of Y'arads/cm2)
n
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Figure 4-34 shows a plot of the input referred gate noise voltage V as a
n

function of the quality factor, Cn for a direct gate coupled input circuit.

Also shown is the detector noise voltage vs. detector size so that a

relative comparison can be made between the 1/f noise voltage and the

detector noise. It can be seen that to achieve a 1/f noise component at

30 Hz which is less than the detector noise for a 2 x 2 mil cell the C
2factor must be less than about 1 PF/cm for an input gate area of 0.5 x

0.5 mil.

The I /f noise factor for a source coupled input is attenuated from the

numbers shown in Figure 4-34 due to the shunting effect from the input j
transconductance which attenuates the 1/f noise injected into the receiving

well by a factor of (/ + g R).
m D

DETECTOR/CCD MECHANI'AL INTERFACE

As mentioned in this section, the use of backside illuminated detectors

which are flip-chip interconnected to the CCD readout electronics offer the

advantage of high packing density structures and 100 percent detector fill

factors over the evaporated lead approach. The flip-chip interconnect

consists of forming a ductile material, in the shape of a bump or column,

on the detector and CCD contact pads and mating them together either by

cold weld, reflow, or ultrasonic bonding. This approach is shown schem-

atically in Figure 4-35. The interconnect material must be ductile enough

at low temperature to take up the stress applied through the different ther-

mal expansion coefficients of the CCD readout electronics (silicon) and the
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Figure 4-35. General Configuration of the Solder Bump Detector/
CCD Interface Used for Backside Illuminated
Detector Structures
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detector. Indium is an excellent material choice for use as the interconnect

metal. In addition, the indium has excellent adhesion characteristics for

gold contact pads used on the CCD. This is due to the fast diffusion coeffi-

cient of indium in gold at slightly elevated temperatures. The indium column

forms an In/Au alloy at the interface of the bumnp and gold contact pad pro-

viding a natural transition of the two mating elements. The fact that theI

indium. column or bump is an integral part of the CCD contact results in

excellent adherence properties.

Any strain within the indium bump will occur in the bump interconnect rather

than in the detector and COD material due to the low yield-stress of indium

over a large temperature range. If higher yield-stress materials were

used, the interconnect would become brittle at cryogenic temperatures.

Choice of materials like Ag and Ga alloys have a lower stress but are diffi-

cult to contact at room temperature. Another excellent property of indium

is its low melting point which implies a low work-hardening coefficient. Af low work-hardening coefficient has an important effect: damage in the indium

bump -interconnect will not be cumulative upon repeated cooling cycling due to

its ability to anneal out damage at room temperatures. Other materials

that work-harden easier would fail after a certain number of thermal cycles.

Figure 4-36 sho--wý P diagram of a detector array and CCD readout electron-

ics chip after the array has been brought down to operating temperatures.

In this case the detector array has a larger thermal expansion coefficient

than the silicon CCD substrate, and it has been assumed that the bumps re-

main aligned at the left side of the diagram. The maximum allowable expan-

sion differential which can be tolerated depends on many factors including:
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, DETECTOR CHIP '

h
I CCD C#HO HIP2

Figure 4-36. Detector and CCD Arrays at Operating Temperature

0 Array length

0 Thermal expansion coefficient of detector array

* Thermal expansion coefficient of CCD substrate

* Bump height, h

3 Bump ductility

0 Bump width and spacing

0 Focal plane operating temperature

The value of A x in Figure 4-36 is a function of the relative thermal expan-

sion coefficients of the detector and CCD. Figures 4-37 and 4-38 show a plot

of the thermal expansion coefficient and percent contraction as a function of
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• Figure 4-37. Materials, Cornpatib~ity with Silicon, (Percent
Contraction from 300 K to Final Temperature)

the operating temperature for variou.s detector materials. It can be seen

that the Pb-salt detector materials have a relatively large expansion coeffi-

i cient which differs considerably from -the CCD silicon substrate. For a

S~1 x 1 miltor 2 x 2 rail array with bump heights of about 1 rail, the value of

&x should be limited to about 8 ýLx so that shorting does not occur between

adjacen't inputs. This means that (AA de AA•si 8 pm i

Table 4-10 lists the ,41 values for HgCdTe, Pb-salt, and silicon for "

C-,,

different total lengths, A , when cycling to 190 1"k..
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TABLE 4-10. ARRAX EXPANSION VALUES FOR DIFFERENT
ARRAY LENGTHS[AT = (300 - 190 K)]

t £ (HgCdTe) At (Pb-salt) At (Si)

50 0.63 2.5 0.25
100 1.25 5 0.5

200 2.5 10 1.0

400 5.0 20 2.0

The differences in At values show that the Pb-salts are limited array

sizes of about 150 mil (from center to edge) or about 300 x 300 mil whereas

the good expansion match between HgCdTe and silicon make extremely large

chip sizes possible with the flip-chip approach.

Interconnect Shear Strain

Consider the strain that develops when the detector/CCD is cooled to cryro-

genic temperatures. Strain is the change per unit length in a linear dimen-

sion of a body which is due to an accompanying stress. Shear strain is

measured at right angles to the dimension under consideration. The bump

interconnects undergo a shear strain of an amount determined by the dis-

placement, a, divided by the column height, b, as shown in Figure 4-39.

For example, we can calculate the shear strain for a 200 x 200 mil focal

plane using HgCdTe/(Si) CCD from Table 4-10. The worst case displacement

at 190 K is
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/ / :
b

Si/ 4
Figure 4-39. Bump Interconnect Shear Strain Due To Differential

Thermal Expansion

( &det si = 2.5 •m - 1 pm = 1.5 1m

Keeping in mind that a shear strain of 0.2 is a very large strain, Table 4-11
shows the shear strain for various bumn heights for HgCdTe/CCD cooled to

190 K using the worst case displacement.
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TABLE 4-11. SHEAR STRAIN VS. BUMP HEIGHT FOR 200 x 200 MIL
ARRAY AND AT = (300 - 190 K)

Bump Shear
Height (4m) Strain

.5 3L

1 i 1.5

2.5 0.6

5 0.3
---------- max -- 0. 2

10 0.15

15 0.1

20 0.075

25 0.06

30 0.05

!:•: :From this table we .(:un see that the indium. column height must be greater
than 5 • m in order to have reasonable shear strains when thermally cycled.

Our present bump technology yields columns 20 to 25 p m in height which

provides a wide safety factor in the mechanical design.

Interconnect Reflow

Reflow techniques can be used to increase the bump height-to-width ratio.

The bumps are heated to a temperature near their melting point and are

allowee to obtain a lowest energy configuratic Figure 4-40 shows an SEM
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Figure 4-40. SEM Photo of As-Plated Indium Bumps (4 x 4 rmil Centers)

photo of as-plated indium bumps on a PbTe detector array. Figure 4-41

shows these bumps after being reflowed at 1501C. The original flattened top

has now been made more pronounced, thus increasing the bump height from

about 15 4 m to 20 pm. Similar techniques can be used on the CCD as show•n
in Figure 4-42 which shows the Honeywell 2181 CCD with reflowed indium

bumps ready for mating to the detector array.

Bump Reliability

The detector/CCD focal plane interconnects must have both mechanical and

electrical endurance under repeated thermal cycling. It has been shown

that excellent mechanical and electrical continuity can be maintained through
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the use of the indium bump interconnect. Honeywell has demonstrated this

durability of the interconnect approach by operating a 32 x 32 element PbTe/

CCD focal plane on IR&D funded programs. Repeated thermal cycliig of

these arrays showed no failures of the interconnects when cycling from 300

to 90 K.
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FA
SECTION V

FOCAL PLANE NONUNIFORMITY COMPENSATION

The low scene contrast for IR scenes (e. g., 3. 5 percent/*K at 300*K for a

five micron cutoff) means that responsivity and offset variations from one

detector element to the next must either be held or corrected to less than

1 percent for "most" applications. With a scanning system, nonuniformity

information is derived when the detector array scans across a reference

source located outside the field of view. During the scanning of the refer-

ence sources, responsivity and offset equalization signals are calculated and

are subsequently used to equalize the output signal.

With a staring focal plane system, it is necessary to introduce some element

that will periodically interrupt the scene radiation incident on the focal plane

and provide, instead, one (or two) reference levels of radiation. Potential candi-

dates for this function are mechanical choppers, swing-in mirrors, and electro-

optical modulators. Of importance here is the fact that when considering the

applicability of staring focal planes for a particular application consideration

must be given to the implementation of the chopping and reference level func-

tions. The larger area of the staring focal plane relative to a scanning focal

plane will require a larger reference source. Maintaining the requisite

temperature uniformity across the source could influence the suitability of

the staring focal plane concept for some applications.

10
•, 
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SOURCES OF NONUNIFORMITY

Channel-to-channel nonuniformity can arise from many variables in focal

plane associated with the IR detector, CCD signal processor, and tempera-

ture reference which may be used in a compensation circuit or radiometric

system. Figure 5-1 illustrates the transfer characteristic of a detector from

input scene temperature to focal plane output signal. The shaded area rep-

resents the variability from channel to channel. At TE-cooled temperatures.

PV detectors are presently operating non-BLIP, and a significant dc signal

component exists due to diode diffusion current. In order to determine

the effect of diode and input coupling variables on uniformity, the PV diode

current is computed. Considering a source-coupled input with the detector

operating under reverse bias conditions, both diode diffusion current (I) and

photocurrent (IQ) are integrated into the CCD, and the CCD input current can

be expressed asI g,(I+ (5-1)
'CCD = 1 15 +

where g1 is a transfer gain which is a function of injection efficiency and

CCD transfer efficiency. The photocurrent can be expressed as signal and

background components related to scen-% temperature as follows:

1 2•T (5-2)

T0P (1 + C T + C 1 T + --- ) (5-3)

where g 2 is a transfer gain which relates photodiode carrier generation to

photon flux (4T) and C , CV etc. are contrast constants which relate photon
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Figure 5-1a. Channel-To-Channel Variations Due To Differ-
ences In Offset And Detector Responsivity
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Figure 5-lb. Effects of Automatic Responsivity Control Approaches

on Channel- To-Channel Variations
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flux to scene temperature, optics, atmospheric path properties, and spectral

band. For a uniform scene (&T = 0). the two current components are

in A AT (54
-! 2• = d r B (54)

KT A

s q (RoA) (5-5)0 '
Figure 5-2 is a plot of the diode currents calculated for the following

parameters:

0.
= =0.7 *

A = detector sensitive area = 1. 5 x 1. 5 mil
d

ST path transmission= 1
r

0 = photon flux/cm

T = 1900 K

f/1 optics

3000K scene

A. =Utector junction area = 1. 5 x 1.5 mil

In most cases the diffusion current is greater than the photocurrent and

therefore is a significant source of nonuniformity. This figure indicates the

effect of R A variations and input flux variations on the diode current components.
0

Table 5-1 summarizes the sources of channel-to- c-hannel nonuniformity.

The detector Ro A product is the principal performance limitation and also

has the largest variation in TE-cooled applications. This situation will
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Figure 5-2. Detector Diffusion and Background Currents for Differ-
ent R A Products and Cutoff Wavelengths, Respectively
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2
exist until R A's in excess of 100 0-cm are achieved. At TE-cooled

temperatures, diode shunt leakage current can be neglected. The diode

optically sensitive area variation assumes a + 1 pm photolithography resol-

ution and registration tolerance. In good quality arrays, surface recombina-

tion and diffusion length variations have a small effect on quantum efficiency

and variations are dominated by surface reflectance effects.

Compositional variations across an array can alter the bandgap and change

the cutoff wavelength. These variations are expected to yield a +. 05-micron

cutoff wavelength error. Figure 5-3 sho•ws the corresponding percentage

change in photon flux for a 300 0 K scene. A technique which should be con-

sidered to minimize this source of gain variation is the use of an optical

filter with a cutoff wavelength slightly below that of the detector cutoff.

100

I-, 10

1.0

3 4 5

CUTOFF WAVELENGTH (MICRONS)

Figure 5-3. Photon Flux Variation for + 0. 05 pm Detector Cutoff
Wavelength Variation as a Function of Wavelength for
300 0K Scene
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T.

OFFSET COMPEIX3ATION REQUIREMENTS

From Table 5-1 and the expression for the focal plane output signal as a

function of the nonuniformity source parameters, we can calculate the comr-

pensation requirements necessary to achieve the minimum available NEA T

from the focal plane system. For a source-coupled input, the expression

for the output signal is gi. en by

q(V -Vt-Vs) -qVV

-C exp KT SAT (exp KT 1)

CCD Current Detector Current

where

I = background current

ICO = CC.D normalized current

ý- =source (or detector) voltage
s

V input gate threshold voltage

V = input gate voltage
g

This expression can be rewritten in terms of the CCD input current

normalized to the background current I

ICCD 1 + a + C (1 +P)
1 + CD (G+p

E (I + C- CD)

•,. 111



F
where

'B

! 'SAT

=,'SAT

-qVd
D exp- - (Vd = detector voltage and Vd > 0 - reverse

-q" bias)i: -qAVt

E =exp KT

'SATC-

'B

This expression can be simplified when considering the case of reverse bias

detectors and reduces to

I'CCD CD__(1
SICD -1 +a+C (I +P) C(

I E

or

Dq AVT

A1 CCD AIB+AIsAT (l-D)-ISAT KT

Normalizing this expression to the NE &T output current equivalent gives

J,4 AVT
&Ic &IB + SAT (1 - D) - ISAT KT

&I NE T (Contrast) X(IB) X(NE &T)
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The IB term is dependent upon variations in quantum efficiency and detec-

tor active area and can most easily be throught of as dependent upon Al A

variations. In addition, variations in the detector cutoff wavelength

also contribute to the &I term. IsAT is dependent upon the detector

dynamic resistance and therefore the R A product variations. Figures 5-4
0

through 5-7 show the effects of the focal plane output signal variations, nor-

malized to the number of NEJ T unit variations, with respect to 'the varia-

tions from channel-to-channel in the different parameter functions. These

calculations were made for detectors which are non-BLIP and we have

assumed the detectors are source-coupled into the CCD and nominally oper-

ated under reverse bias conditions.

Figure 5-4 shows the effect of 4rr A variations on the output variations.

The &I A levels are about + 5 percent, thereby resulting in an offset

nonuniformity of about 500 NEA T levels. (For 66 dB dynamic range on the

focal plane this means an observed output nonuniformity of about 25 percent.)

0Figure 5-5 shows the effect of the A product variations on the output off-

set. AR A values are typically on the order of + 10 percent, resulting in

offset variations of about 1000 NEAT levels (m 50% of maximum output signal).

Figure 5-6 shows the effect of variations in the long wavelength cutoff on the

output variations. These variations can be virtually eliminated by use of a

cutoff filter which restricts the radiation incident on the detectors to a well-

defined spectral band.
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Figure 5-7 shows the effect of the CCD threshold variations on the output

[ ~signal. In this case the reverse biased detectors operated with a 1' VT

value of 410 mV results in an output variation of 250 NEA T levels.

In summary, the effect of the A T~A and A R A variations dominates the out-
0

put signal variations, for the source-coupled input considered, and effect-

ively results in a fixed pattern which is about 50 percent of the maximumL

CCD signal amplitude. This tk'en effectively reduces the system dynamic

range by a factor of 2 and requires that the compensation circuitry ess en- j
tially have a compensation accuracy comparable to the focal plane dynamic

range. (It should be noted that the Aqr A and &AR A variations may in fact
0

originate from the same source of variation since they are both active area

dependent.)

The requirements are dependent, of course, on the particular input circuit f
configuration to the re.adout electronics and must be recalculated depending

upon the detector/ CCD coupling mode.

At TE-cooled temperatures, CCD dark current is negligible.~ Transfer

inefficiency will cause a difference between the output level of the channel

with the longest path through the CCD compared to the channel with the

shortest path through the CCD. For a 128 x 128 detector array, two phase
-5

clocking, and a transfer inefficiency of 5 x 10 ,the maximum gain loss is

2. 6 percent. This corresponds to a gain variation of + 1. 3 percent. The

impact of transfer inefficiency oi pain for a FLIR display is to cause aIgradual shading across the display rather than a random gain change. This
subtle shading may not however be discernable by a human observer.
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Nonuniformity compensation techniques may require the use of a tempera-
ture reference. An error signal (E) is generated by comparing the CCD

outp'it with the desired output (IREF) when the detectors are viewing a

reference temperature (TREF1 Thus,

E 1C - (5-6)
CD gCCD IREF

ICCD gl (I s + g2o T,) 1-

where 0 T is the photon flux generated by the temperature reference. To

minimize the uniformity requirements on the temperature reference, it can

be located so as to be significantly out of focus. Then each pixel sees a I
spatial average of many (effective) pixels of the reference. K

Thermal reference with less than 0. 3C end-to-end temperature difference

can be maintained by using a suitable high thermally conductive material

such as OFHC copper. The reference surface can be coated with a black

"paint such as 3M black velvet in order to have a high emittance. Point-to- A
point uniformity (over 0.01 inch areas) to within 0. 010 C can be readily

i; ~achieved,.i

To a large degree, the variables discussed above and summarized in Table

5-1 are fixed; that is, they are time and temperature independent. It may be

possible, then., to do a large portion of uniformity correction with a fixed

correction circuit rather than with a real-time feedback system. The r:iajo:'

exceptions to this rule are discussed on the following pages.
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The R 0 A product of the detector has a large temperature coefficient. The

temperature dependence for R A is dominated by the exponential term

0H• A~exp E q

0 KT

for a diffusion limited R A applicable at TE-cooled temperatures. Thus,0

S (RoA) _B (A)qEg
-- (AKTq (5-8)

tŽT

Since the bandgap E is related to the cutoff wavelength k by
g

E 1.24E -

at 1901K and , = 4. 2 microns, the temperature coefficient is

A(.RA) 1 = 0.0947/°K• ~(5 -)
AT R A

0

Thus to provide a fixed calibration compensation (i.e., not periodically re-

corrected), the focal plane temperature stability must be exceptionally good.

As an example for a focal plane instability of 1K, the &Ro0A - 10 percent so
2 20

that &R A = 5 n-er for R A - 50 n-cm . Equation (5-9) then shows
0 0

that this R A variation is equal to an output variation of 250 NEAT levels.
0

Thus focal plane temperature stability levels on the order of 0. 01 K are

necessary if fixed compensations levels are to be used.
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COMPENSATION TECHNIQUES

The compensation techniques used to cancel. out the offset and responsiv-ity

variations of the focal plane can be divided into two categories:

2. Offset plus responsivity compensation

The first category operates oi.& the basis that, by carefully controlling the

focal plane temperature, the detector responsivity variations remain invar-

iant with time. The second category assumes that the responsivity and off-

set variations will be unpredictable during the mission time and therefore the

correction coefficiency must be periodically or' continually updated to main-

tain optimum performance.

Offset Compensation with Stored Res ponsivity Correction

As mentioned earlier, focal plane temperature variations on the detector

responsivity result in different detector saturation currents because of the

detector RA product variations.

Figure 5-8 shows a plot of the focal plane output signal variation as a func-

tion of the focal plane temperature uniformity. The output variations have

been normalized to units of V(NE AT) where V(NE A T) =output signal

equivalent to the minimum NE AT performance. From this figure we can see

that it is necessary to maintain the focal plane temperature to within less

than 0. 01 K in order to use "permanently" stored responsivity correction

factors.
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Figure 5-3. Focal Plane Signal Variation vs.

Focal Plane Temperature Uniformity

Figure 5-9 shows a diagram of the general compensation circuitry used with

this approach. The responsivity correction factors are stored in a PROM or

ROM depending upon when the responsivity correction factors are evaluated.

A

At some point the offset nonuniformities are calibrated by having the focal

plane look at a uniform temperature background. Various techniques can be

used to store this nonuniformity information including the use of mechanical

or electro-optical shutter, liquid crystal image divergers, etc. The stored

reference signal is then subtracted from the subsequent video output signal

on a corresponding bit-by-bit basis.
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[THERMAL REFERENCEI OFFSET
FOCAL FRAME
PLANE STORE

FOCAL PLANE CLOCK CORRECTION X COMPENSATED
TEMPERATUREFACTORS OUTPUT SIGNALCONTROL _(POM

Figure 5-9. General Configuration Used-in Vocal Plane Com-
pensation Using a PROM for Responsivity
Correction Factors

Offset Compensation Techniques

Lonl-Term Averaging--Long-term averaging (Figure 5-10) is an ac

coupling technique which normalizes the dc level for each pixel to an average

value. Since a stationary image "washes out, " the technique is only appli-

cable to moving object detection or to panning systems.

Reference Frame Subtraction--In a system with a temperature reference,
offset compensation can be implemented with the circuit shown in Figure 5-11.

Each time the detector array views the temperature reference, the frame

store memory is updated; when the array is viewing the scene, the frame

store data is shifted out in synchronism with the array data and subtracted

from it.
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Figure 5-11. Reference Frame Subtraction

122



Figure 5-11 shows the frame store memory as a serial memory; thus the

output data must be continually recirculated.

The attenuators K and (1U K) form a low pass digital filter with a bandwidth

K divided by the reference frame rate. Thus if all the noise is frum the focal

plane (no additional noise in the compensation circuit), the signal-to-noise

ratio at the outpat is degraded by Vf1 + K Making K small minimizes noise

degradation at the expense of initialization time. This is a feed-forward

correction circuit and relies on accurately setting the circulating loop to

unity gain.I

In Figure 5-12 feedback correction is used. The circuit functions are sim-

ilar to those in Figure 5-11; however only error information is stored in the

frame store. When the array is viewing the temperature reference, differ-

ence information, attenuated by K, is added to the frame store.

This circuit is more tolerant of gain variations in the circulating loops.

However if it is assumed that the array views the scene M-1 times while the

information in the frame store memory is recirculating and then views the
reference once, the memory loop gain must differ from unity by less than

+ MK for the circuit to be stable.

A second bound that can be placed on this circuit is that K must be on the

order of the equivalent NEA T voltage so that there will be no discernable

correction when. viewing the temperature reference.

123



FOCAL

PLANE •-•+ •, - OUTPUTARRAY_

FRAME+
STORE+K+

REF.

Figure 5-12. Feedback Reference Correction

Offset plus Responsivity Compensation

While the offset compensation is achieved by differencing the video data with

a reference video frame, the responsivity compensation is typically imple-

mented by multiplying a reference frame with the offset corrected video

frame (Figure 5-13). If the focal plane temperature cannot be calibrated to

the tight tolerances mentioned earlier, the responsivity correction coeffi-

cients must be periodically updated. As shown in Figure 5-13, the respon-

sivity correction coefficients are typically calibrated through the use of a

second temperature reference plane. The offset reference T normalizes

the output signal to the T1 signal by voltage shifting the individual output

signal amplitudes. This then only normalizes the output signals at a partic-

ular temperature. To achieve full compensation over a wide scene
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temperature range, the offset corrected transfer characteristic is normalized

by means of a multiplication factor as indicated in Figure 5-13. The output

signal S(ij) from the focal plane can be expressed as

S(ij) = R(ij) [OB + 1s(iJ) J + Vo(iJ)

where

R(ij) = responsivity of element in row i, column j (volts /photon)

= background radiation flux

I (ij) = signal flux on element (ij)

V (ij) CCD offset amplitude from element (ij)
0 1

Figure 5-14 shows a block diagram of a digital implementation of the offset

and responsivity correction circuitry. As indicated in the figure, the first 4

two output frames F1 and F2 are obtained by hawing the focal plane radiated

by uniform temperature references R1 and R2, respectively. These two

frames are A/D converted and stored in the random-access-memory mod-

ules. By differing the F1 and F2 frames on a bit-by-bit basis, the respon-

sivity values R(i, J) are determined since the differenced output from the

RAMs is

S(ij) = R(ij) [ -I "B2 ] = R(ij) x constant
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where

•B1 = radiation flux from reference R1

= radiation flux from reference IR2
B2

The output of RAM1 is given by

S(ij) = - R(ij) ýB1 - Vo(ij)

When this is differenced with the focal plane output signal, the offset coeffi-

cient5 a.'rrnc,.. -.. The inputs to the analog multiplier/divider are

Input A: R(ij) [•B1 - •B2 ] = R(ij) x constant

Input B: R(ij) • (ij)s

Dividing input -3 b- A giv, the corrected output signal S (ij) of
C

i' R(ij) §s(iJ)

S (ij) x constant = (ij) x constant
c R(ij) x osat S

which shows the correct( .,utput signal as a function of only the signal

radiation level.

Compensatioa can also be achieved by using all analog techniques. Figure

5-15 shows a diagram of an implementation in which CCD serial/parallel/

serial delay lines are used to temporarily store the compensation coeffi-

cients. In this case the stored correction coefficients are recirculated back

through the delay lines to compensate several successive output frames.
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Figure 5-15. Nonuiiformity Compensation Using Recursive
Delay with Analog CCD Delay Lines

The number of recirculations is determined by the magnitude of the degra-

dation of the correction coefficients through the transfer inefficiency of the

CCD. The reduction of MTF of the stored signals is determined by the N¢

product (number of transfer times the transfer inefficiency).

For a N x N array, each recirculation requires 2N x § transfers where

number of transfers per bit. For a two-phase CCD, we then have 4N

transfers per recirculation. To keep the Nk degradation below 2 percent
-5 -5

requires N¢ < 0.002. For e = 10 we have Nx 4 x 10 = 0.02 or

N = 500. Thus"a 250 x 25C array could have the correction coefficientL

recirculated once, or in other words the thermal referencing would only have

to be done every other frame. Similarly this approach could store the
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II
S~coefficients for a 64 x 64 array for eight frames and would only have to be

updated every ninth frame.i
Supplement A discusses the implementation of a unique analog compensation

technique called the Double Buffer CCD Memory (DBM) which Honeywell

has been developing under IP&D funding. ij

DIGITAL OFFSET CORRECTOR PERFORMANCE

A digital offset compensation circuit was fabricated earlier at Honeywell

and measurements were made to analyze its perfornmance. Figure 5-16

shows a block diagram of the offset corrector circuit.

INPUT 01FFCOMPENSATED

I UT . AMPLIFIER RAM D/A-

SIGNAL CONVERTER CONVERTER AP FIEROUTPUT

~$t

LOI

Figure 5-16. Block Diagram of Offset Corrector
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Figure 5-17a shows a photo of a square wave input signal and the compen-

sated output signal. This compensated output is the difference between the

input signal and the stored signal. Ideally the compensated output signal is

zero. At the transition of the square wave, a small "glitch" is seen which,

in this case, is related to the synchronization between the input and output

signals. The maximum output signal amplitude is 10 volts with a noise level

of about 10 my resulting in a 1000: 1 dynamic range.I

Figure 5-17b shows a photo of a triangle waveform which has been stored in

the RAM and is out of phase with the input triangle waveform. The differ-

enced signal is shown on the lower trace where the phase differences are
obvious. (A large discontinuity is shown after the 128 bits due to the

resetting of the RAM output bits at this point).

The compensation circuit was operated in conjunction with the output signal

from a CCD sensor. Figure 5-18 (top) shows a photo of the uncompensated

output signal from the CCD (with particularly bad threshold variations

chosen to dramatize the compensator performance). An ac chopped radia-

tion signal is incident on the detecto~r (which is small compared to the

offset levels). The bottom trace (500 mV/cm) is the digitally compensated

signal. Several items should be observed in this trace. A total of 15

elements are being read out and the digital electronics operate such that

the first signal bit does not achieve full compensation. The vertical

width of any one output represents the ac (out of sync) signal on the detectors.

The variation in the ac signal amplitudes represents the detector
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Figure 5-18. Performance of Digital Compensation Circuit

on CCD Output Signal

responsivity variations which this circuit has not corrected. The top edge

of the compensated output signals represents the compensation accuracy

of this processor. This new compensation pattern noise level represents

an NEAT = 0.04 K for an 80 percent background suppression factor.

Power Dissipation

Power Dissipation levels in comoensation circuits are a problem for many low

power applications such as a hand-held viewer. Recent developments in the

area of low power D/A, A/D, and low power digital memories make it pos-

sible to develop lightweight. lovw power compensation circuitry using digital
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L

techniques. Table 5-2 lists the power dissipation requirerments for both a

digital and analog 8-bit offset and responsivity compensation circuitry.

For compensation of a 180 x 180 element array, a total of 8 CCD memory

modules would be req,;ired for a total memory~power dissipation of 1. 6 watts

(using the 32 K x 2 architecture of the Nippon digital CCD memory). Com-

bined with the power requirements from the cjinvertbrs, analog multiplier,

and timing logic, tie total dissipation for such a compensator would be about

3.7 watts.

Analog circuits suck as tle recursive delay circuit of Figure 5-15 basically

require pow-'-r for the clock drivers, amplifiers, multipliers, and timing

logic. whicn would generally require less power than the digital implementation

shcyrn. For such cases power dissipation levels of less than 2 watts can be

anticipated. This provides very low power, lightweight compensation cir-

cuits; however, one must update the correction coefficients of these circuits

more frequently due to the temporary nature of the analog storage. Propri-

etary Supplement A describes the characteristics of Honeywell's DBM analog

compensation circuitry where extremely low power tissipitation modules

requiring infrequent updating are possible.

i-1"
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SECTION VI

SYSTEM PERFORMANCE MODELING

To accurately model the performance of a staring focal plane requires spe-

cial consideration of the dependence between the detector array spatial MTF

and the detector bandwidth. By appropriately modifying the NVL Static Per-
2

formance Model for Thermal Viewing Systems, we can derive the MHT and

NEAT performance characteristics for the non-scanning focal plane.

MWT DERIVATION

The MHT for the staring syste is derived in a manner analogous to that

used for the derivation in the NVL Performance Model. The signal and noise

are calculated using a matched filter for the four-bar pattern as indicated in

Figure 6-1. A discussion of the matched filter is given in the NVL Perfor-

mance Model report. Essentially, the perceived signal and noise are calcu--

lated, and the MRT is the required temperature difference necessary to give

a particular perceived signal-to-noise ratio. In the derivation outlined

below, reference is made to equations in the NVL report.

The signal deriviation for the staring system is nearly identical to ihat for

the scanning system, except for the relation between the focal plane signal

2 J. A. Hatches et. al, "Night Vision Laboratory Static Performance Model for
!. Thermal Viewing Systems, "NTIS, April 1975.
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Figure 6-1. MRT Calculation Model

and the display emission. For the staring system Equation (A27) is

replaced by

k' A T i(x, y) i

M (x, y) ( 16-1)A x A y !

where the symbols have the same meaning as in the NVL report, and k' is:)

defined such that k' A T equals the energy emitted by a display element for a

large target with a temperature difference A T.

The evaluation of i (x, y) proceeds identically with that for the scanning

system, leading to
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Signal MTF (f AT LH H df (6-2)

(The glossary at the end of this section defines the terms used throughout

the analysis.) To evaluate the noise on the display, we need an expression

for S (f, f ), the spectral density of the noise.

The spectral density of the noise which must be used is that from one detec-

tor, Si. However, it is most straightforward to calculate the focal plane

noise spectral density, S, and then relate it to S1. The spectral density is

derived from the spatial noise function, n (x, y), For a display excited by a

staring focal plane, the spatial noise function is given by

n(x,y) - ij h(x - xi) g(y - yj) (6-3) 1

where h and g are the impulse response functions of the display in the x and

y directions, respectively, and nij is the noise from the (ij) detector. The

important characteristic of the staring system is that the noise from the

various detectors is uncorrelated, so that n.j - nkl for i 0 k or j # 1.

There are two equivalent metho . to derive S (fx, fy) from n (x, y). These

derivations are shown in Appendix B.

As in the NVL report, the filter for the matched noise is

1- fx 1 '(f Y H (
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Using Hd (f f) H (f ) G(f )h we have the following for the MBT noise:dx y y y

=(k' NEAT)2  2 2 2 2
px Ay d Hd w x yAXAY

(6-4)

The ratio of the signal given in Equation (6-2) and the noise given in Equa-

tion (6-4) gives the signal-to-noise ratio for a single frame. The MRT is the

AT found by summing the signal to noise over the frames in an eye integra-

tion time and by setting the signal-to-noise ratio equal to a threshold value of 8:

2 ( _ 1/2
M8T(f)= , NEA T A x AY JSd 22 2H df df

e (6-5)

A normalized form of the integrals may be obtained by multiplying

W/W L/L. Then for large bars the integrals will reduce to 1. 0. Noting

that

1 7
W=-- L =9 2-

0 0

we have

MRT (fo) =

ri f 0NEA 'rs (xA~W fx1H fy) fy fd 662/f 2 2f

4 MTF (fo) (7,r eF)12 H() L df yFD (f (6-
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Using the definitions
00 2

q LH (f I (f )df (6-7)

(WfH 2 (f df (6-8)Px • w (x dHa y

-- Cc

The M2RT reduces to

2 z1/2Sf NEA T S Atx hy Px Py(-0

MRT (f) = (6-10)
4 () MTF (fo qy 'F

This result is comparable to Equation (A-48) of the NVL report. The

essential difference is in f, which for the staring system does not have any

detector (temporal) frequency characteristics.

Writing the staring result and the scanning result in the same form, we have

2 1/2I.. I f -"- AF Q.
MRT(fo) = 4 MTF(f / T f0q MTF (f)0

Qi (A x)/2 NE T (S2H WH2 df (Staring) (6-11)

fVx~ \112 N2 S(f) t 2 2
Q 2 -NEAT 2S(f) H H WH d (6-12)

k no(Scanning)

The similarity in results indicates that the NVL Static Performance Model

Computer Program may, with suitable modifications, be used to model the
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I.

staring system. The calculation must be performed in two steps. The first

calculation gives the spatial dependence of MRT, and the second gives the

correct magnitude factor.

Step 1. F Dependence of MRTx

For the first NVL model run, set S (f)/S(f) (f HB2 H 2 1. 0 and
0 elect

f (detector) very high. This allows the program to calculate the correct

value for the integral in Equation (6-11). The program output will be

Mlh1 (f) A 2H WHd (6-13)
1A0 TF~ (f &ln)/ f F dH df1/

The MTF 1 which has been calculated has the f dependence given by
1 x

,:MTFl 'HH H' •1 "HB .11
1= H OPT HDET DET HELECT B HDISPLAY

H H

SEYE LOS (6-14)

With DET B ELECT 1.0, this MTF is the same as the

required MTF for the staring system since for that system there are no

temporal MTF effects. The NEAT and Af will not be the correct values
n

for the staring system, and of course V1 does not apply to the staring sys-

tem. The long form NVL program output will give MRT 1 (f), NEA T,

&f and V1. Using the outputs, the result of Equation (6-13) may be

rewritten in the following form:
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MET1  2fi 1/2 = f ~ /2 (-5A 2H 2 /

NEAT 1  MTFV S2Hd V~Hw f(15

where all the terms on the left-hand side of the expression are known.

Comparing this equation with the MRT of the staring focal plane, Equation

(6-11), we find
MRT1NAT 2..fil 1/2

MRT (Staring) ( Ax)1/2 NEA T (Staring) ( fn ]
(6-16)

Therefore, all we now need to evaluate MRT (staring) is the correct value

for NE AT (staring).

Step 2. NEAT (Staring)

N

The second NVL program run is used to evaluate the correct value for

NEAT.

The NEAT is given by

4F 2  A ) 1/2

NE& T =- , (6-17)
SaWD (f k'p)IN

0

with
Go_____ sin W T /2f( 2 -e /2 2R2C2 ' df

nf(I e/f/n) 1 +W 2 )( ,'2 ) f -18
Af 222(6-18)fn -R2 12 (f 2

n E I (f)+ e (f)
n o 1/f o
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and
q (f) 1(,- 1/2

DqXna f12 (f) + e• 2(f)/R2 (6-19)
D 0kpf) hc n /f

This form for NEA T may now be evaluated using the NVL scanned model.

The required inputs are D fo (X ) given above and S(f)/S(fo) given by
fo p 0

n 1/f sin wr/2 2

S(f) 21 + 2 2 C2 2 (6-20)
S(fo) R 2 12 (f) + e2

n e 1 /f (f 0 )

The NVL model imposes an additional filter H in the calculation of NEA T,
2 MD

where HMD = [ 1 + (f/f 0 ) 1; fo = I/2Td. It is necessary to check

that H does not roll off the detector noise. One way to insure this is to
I MD

input a large FOV/IFOV ratio and a large frame rate F for the NEA T calcu-

lation. This will make Td small and will make the HMD roll-off occur at a
higher frequency than the detector roll-off. The only useful output from this
second NVL model run is the true detector NE& T. This NE&T is used with

the results of the first computer in Equation (6-16) to give the staring MBT.

Appendix C goes through an example case for the modeling of a particular

staring focal plane.

MODELING RESULTS

The staring array performance model was used to calculate the performance

characteristics of staring focal planes under various operating conditions.
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Staring vs. Scanned Array Performance

Of particular interest is the comparison of performance between a staring

array and a scanned (TDI) focal plane. The MRT for a scanned system is a

function of the number of detectors in the TDI direction and, in fact, irn-

proves as fD where N = number of detectors in the TDI direction. The7D D
staring array performance, however, is independent of the total array size

since there is no correlation of data between the detector elements of the

array.

The relative MRT performance characteristics between a parallel scanned
imager with 350 x 4 (TDI) detector elements (PV) and a staring focal plane

is shown in Figure 6-2. (The fact that the array size is not specified has no

effect on the MRT performance characteristics since the modeling data inputs

do not use the array size in the calculations. )

The detector R A products used in this modeling were the same for both
0

systems and are as indicated in the figure. The staring array performance

is about an order of magnitude better than the scanned array. To fabricate

a scanned array with the same performance characteristics as the staring

ar: ay, the number of detectors in the TDI direction would have to be in-

creased to 520 elements. This is based on MRT a NE& T/(overscan)1/2

and the fact that NEA T a overscan factor results in MRT a (overscan)1/2

and it assumes that overscan = 2. Thus a staring array will give compar-

able MRT sensitivity as a 350 x 520 (TDI) scanned array; the only difference

in the system performance is the total FOV which is dependent upon the

number of detectors in the staring array.
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Figure 6-2. MRT vs. Temperature for Staring and
Scanned Detector Arrays
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Figure 6-3 shows a plot of MRT vs. spatial frequency for a 1 x 1 minl and

2 x 2 amil detector for the staring focal plane. These were calculated using

the same optics diameter and optical f/number. j

Effect of Frame Hate on NEAT, MRT

The staring array frame rate can be varied and it is of interest to determine

the performance characteristics as a function of the frame rate.
tH

The effect of frame rate on the NEA T is giv'In in.f Reference 1 by

2 1/2

NEA T = -4F o (6-21)
1/2
d o p p p

where

a f =detector bandwidth
': n

Ad detector area

= opti,.ýal efl. iency s

D 6 c-e.ector D

W = normalized D integral

F optical f/number

As shown in this equation, the NE h T is proportional to the square root of

the detector bandwidth (and thus the frame rate).
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i
The MRT variation with frame rate is not quite as evident as the NEA T

relationship. For the MHT functional relationship, we start with the equa-

tions from staring modeling analysis:

MET Fx ) E (6-22)MTF (fo qy '-"/2
o y F

,re

with

NEA T - 4F 2  N (6-23)

,ia WD

2 2
q S 2H LH2 df (6-24)

2 2
q 2 Hd WH df (6-25)

The only frame rate (F) dependent terms are

! 1/2

MET(FNET (6-26)1 • /2 FN

because there is no temporal dependence in MTF, M H, H H etc.
D'* L w Hd.ec

(see Glossary for definition of terms). This is in contrast to the scanning

focal plane result, which has temporal terms in MTF and HD (H D,

Helect ). This will give an f'dependence to the result if the simple-minded

application of the scanned model to the staring application is made.

If we assume a simple integrating input, with an "TDI," N = 1, then
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•CO

- 1 2 sn)r fr dfSo Ind 1 )I I? C2 Tr f
Sfn=-2 (6-27)

nd, o

For integration over the whole frame time, r 1/F, and for reasonably

slow frame rates, the detector roll-off term will have no effect. Then

rf
sin•Go

=f S f•fF df 27 (6-28)
0I

and Equation (6-26) becomes

Af 1/2

MRT -n 1 (6-29)

FI

That is, MRT is independent of frame rate.

It is important to note that this result will not be received if the scanning

focal plane model is used, due to temporal effects in MTF an.."Px"

Figure 6-4 shows the modeled results for the staring array where the model

gives the correct I dependence on NEAT and independence on MRT.

A real performance advantage is gained in operating at lower frame rates inI systems where a video display is not used, such as with missile seeker
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Figure 6-4. MRT and NEA T vs. Frame Rate
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systems and FRPVs. In these applications the data is processed with an on-

board analog/digital signal processor, and the NEA T level determines the

system sensitivity and dynamic range. In applications where a video display

is used (such as with hand-held thermal viewers), the independence of the

ting at any particular frame rate. In practice, however, since the same

focal plane design could be used in both these types of applications, it is

advantageous to develop focal plane structures in which the low fr-ame rate

(30 to 60 fps) can be achieved on the focal plane.



GLOSSARY OF TERMS FOR PERFORMANCE MODELING

c optics blur circle ((mr) )

2b display blur circle ((mr)2)

I focal length (cm)

F optics f#

a detector size (assumed square)

No system optics transmission

S(f) noise spectral density

Afn noise equivalent bandwidth

fd normalization frequency for D*, S(f) (Hz)

threshold S/N for MRT (=2. 25 for NVL model)

fo bar pattern frequency (cycles/mr)

Te eye integration time (= 0. 2 sec for NVL model)
-1

F frame rate (sec)
7

L bar pattern length (= -if)

W bar pattern width (=

H transfer functions:

H sin (lTfx/2fd)/(lTfx/2fd) detector

H : sin (Trfx/2fo)/(Vfx/2fo) bar width
w

HL = sin (7Trfx/2fo)/(7lVfx/2fo) bar length

Hd= exp-(bfx2 +bfy2 ) displayH 2 ,Fo-lA 1 2 Ff°,
~-[Cos A - 1A A=VHoptd = - -1 A(1-A2)1, A o

Hoptb = exp - (cfx2 + cfy2 )

Helect = electronics bandpass (at CCD input)

Q1 Noise correlation time (inverse)

153



Dx(X p) D* at frequency fd and peak wavelength Xp

f lower frequency system bandpass (• F)

Z, f,, noise correlation frequency

f "TDI" sampling frequency
c 1 1

T,.•:. fill and spill time < - -

SR detector (open circuit) resistance

C detector (plus parasitic) capaciýtance

SI detector saturation current
s 2

background current (= qn AD/( 4 F + 1))

2
e f detector 1/f noise voltage

Cw CCD fill and spill well capacitance
TVMTF(fo) HD fo) Hot (fo0) Hot (fo0)

(f-
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MULTIPLE SAMPLE INJECTION INPUT
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APPENDIX A

MULTIPLE SAMPLE INJECTION (MSI) INPUT

Honeywell's approach to the detector/CCD electrical coupling for non-BLIP

staring focal planes is the Multiple Sample Injection (MSI) circuit. This

circuit, invented and demonstrated by Honeywell, has been shown to meet

the requirements of

0 Low input referred noise, such that a near-unity noise

figure can be achieved when operating with TE-cooled

detectors.

0 Background suppression levels suitable for 30-60 frame-
per-second operation.

0 Simple structure which requires no detector preamplification,

consists of basically one source diffusion and four gates,

and can be fabricated in structures as small as 1 x 1 mil.

Figure A-1 is a diagram of the MSI input circuit. The basic concept

behind this coupling circuit is that the detector signal level is sampled with

respect to the reference gate many times during the frame period. During

each of the samples the detector signal (plus noise) levels are summed

together into a storage well, V.

The input noise is made up of the detector noise and the CCD input noise

which, for this voltage sampling technique, is dominated by the kT/C

component at the input gate, of capacitance C. The integrated detector
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DETECTOR

¶ B VREF VSIG Or VRW 0

vs

SI

Figure A-1. MSI Input Circuit Diagram

signal is proportional to N, the number of samples, whereas the kTIC
1/2noise increases as N 2*Thus the signal -to -nois e ratio increases as

N1/2 i the detector noise component predominates for large N. At

this sample rate the input circuit does not degrade detector D*.

~ 1

This input signal circuit has many unique features which make its structure

* ideal for interfacing the TE-cooled detector to the CCD electronics.

These features include

0 Simple configuration - few gates (therefore higher

fabrication yields)[

0 Wide detector bandwidth
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* Multiple sampling operation yields large signal gain

(and improved SIN ratio)

* Excellent performance (noise figure 1) at low frame

rates (30 fps)

0 Innate antiblooming control

0 Can be implemented with automatic, self adjusting

background suppression

The MSI input is basically a voltage sampling fill and spill circuit.

The fill and spill operation is achieved by pulsing V (Figure A-1) to
5

substrate potential for a short period of time followed by its return to a

strong-on level (* 10 volts). Figure A-2 shows the circuit clocking

diagram. This fill and spill operation leaves a small packet of charge,

Qs, beneath the Vsig gate: L

QI/C=(V +4V -V -s B Det VTsig Vref VTref)

where

V detector substrate bias
B

V = detector open circuit voltage
VT - threshold voltage of Vsig gate

VTsigSi

Vref - applied reference gate voltage

V ref =tbreshold voltage of Vref gate

C = capacitance of the signal gate V
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The expression for VDet can be obtained from the standard diode equation:

I ISAT[ exp (eV/kT)] + I + I
TSig

where I is the background current and 1sig is the signal current.

Since the detector is operating open circuit I 0, and VDet is given by

V ; -in ISAT +0 I+sig
Det e 1 AISAT

the magnitude of the sampled signal, Q.0 is thus proportional to the

natural log of the signal current, which is approximately linear for small

signal levels.

Following the fill and spill operation, the Q charge packet is transferred
S

to the storage gate VRW by turning on 0T' Since the magnitude of Qs is

small compared with the charge storage capacity of VRW, this sampling

and storage operation can occur many times before VRW is saturated.

The VRnW gate stays on for nearly the full frame time and is gated to zero

at the end of the frame time to transfer the summed charge packet into the

readout shift register. The maximum sampling frequency is limited by the

detector open circuit bandwidth (typically m 100 to 500 k~lz). When this

condition is observed, the signtl charges add linearly while the uncorrelated

noise terms from each sample are added in quadrature (VN'). Thus the

improved SIN of the final charge packet has effectively reduced the input

referred noise of the CCD input by the square root of the number N of

independent samples.
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Figure A-3 is a diagram of the output charge amplitude as a function of
the sampling frequency and is shown as related to the detector bandwidth.

As indicated, the signal continues to add linearly independent of the

sampling frequency, but once the sampling occurs beyond the detector

bandpass the correlated noise begins adding linearly so that no additional

SIN improvement is realized.

MF' TNPUT PERFORMANCE CHARACTERISTICS

The performance characteristics of the MSI input circuit were measured

using Honeywell's 2178 CCD chip on which the MSI input test circuit was

fabricated. The circuit is a 16-stage CCD delay line with two separate

MSI input circuits at the input as shown in Figure A-4. The only

difference between the two input structures was the ratio of the receiving

well area to the detector gate area. Channel A had ARW/AW = 22 while

the channel B ratio was 4. 4. These different ratio wells were designed

into the circuit to measure 1/f noise effects and to verify the input stage

gain calculations.

Figure A-5 shows the gate structure for the test circuit. The input has

a four-gate input (prior to the shift register) compared with the three-

gate input described previously. This additional gate was placed in the

circuit to determine the performance characteristics when differencing

between two level-one polysilicon gates and when differencing between

poly-one and poly-two level gates.

Between the detector terminals and the CCD, there is no filtering to band-

limit the process. However, coupling the detector's stored charge into

the CCD well is inherently a band-limited process.
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Figure A-3. Output Amplitude vs. Sampling Frequency
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Input Referred Noise

The input referred noise levels can easily be calculated by the following

expression, which relates the input well capacitance and the total number

of input samples, N. to an input referred noise voltage V.:

The expr -ssion on the right is the summed charges in the storage well

after N samples when the left-hand expression refers to the input

charge ievw1... Rewriting Equation (A-1) give.o

2 kT
V (input referred noise) (A-2)in C

where Af - CCD output bandwidth.

From this equation it is seen tha t the input referred noise V improves
in

as V-11Nas expected.

Figure A-6 shows a plot of the input referred rnoise magnitudes vs. the

number of input samples, N, for the 1 x 1 mil and 2 x 2 mil cell designs.

This is consistent with tle results of the noise figure cadculations which

showed that an input sampling frequency on the order of 300 kHz is

required to achieve a near-unity n,,ise figure. Figure A- 6 shows that, to

approach the detector noise levels shown, the total number of samples

taken during the frame time is N w 3000 for the 1 x 1 mil cell design and

N = 4000 for the 2 x 2 mil cell design for a 30 fps frame rate.
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The input noise figure is defined as

(Detector noise) + (CCD input noise)2  1/

N. F. 2 22]
(Detector noise) 2

The noise voltage of a PV detector is simply given by

21

- 4kTR Af +e (A-3)
VD1/

where 4
FJ
R = detector zero bias dynamic resistance

0

ellf = 1/f noise contribution ( 0 for zero biased detectors)

The CCD input noise for this voltage sampling technique was given in

Equation (A-2) as

2 kT
VCCD - (A- 4)

where C CCD well capacitance. The input noise figure can now be
w

written as

KT
NF 2  4KTRtf+ (A-5)

4KTR 9f

For proper operation we set the sampling rate N: Af. Equation (A-3)

then becomes



2 A
NF 2 i1+ D (A-6)

where

A =detector areaD

R detector zero bias resistance
0

Figures A-7 and A-8 show a plot of the input noise figure for the COD

input design for a 2 x 2 mil cell and a 1 x 1 mil cell, respectively, as a

function of the number of input samples and the input well capacitance, Cw
The conditions for these calculations are given in Table A-i

TABLE A-i. CONDITIONS FOR NOISE FIGURE
CALCUJLATrIONS

R A 60a -cm.
0

T 195 K

-5 2
AD 2 x2 mils 2.6 x10 cm

F =30 frames per second

N=3. 3 x 10 samples per second
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The values for 1• are determined by considering that the detector
max

sampling frequency should not extend beyond the detector bandpass frequency

and therefore

C -
Co- -8 -1

mx (RAD x (60 x 5 x 10-)
0

5
3. 3 x 10 samples per second

The well capacities for the 1 x 1 and 2 x 2 mil cells described earlier are

shown in Table A-2.

TABLE A-2. RECEIVING WELL CAPACITANCE

1 x 1 mil cell 2 x 2 mil cell

-6 2 6 2
A 1.8x10 cm 5 x 10 cmw

C 1 x 10-3 Farads 3 x 10 1 3 Faradsw

From Figures A-7 and A-8 it can be seen that, for the cases considered,

a near-unity noise figure is achieved for either the 1 x 1 or 2 x 2 mil cell

designs if the number of input samples is near the detector bandwidth of

330 kHz. The dominant term in the noise figire expression of Equation

(A-6) is the detector R A product and the input well capacitance C
0

Figure A-9 shows a plot of the input noise figure vs. RA product for the
. "

2 x 2 mil cell with =N .
max*
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Nonuniformity Effects

In designing the MSI input circuit, consideration must be made regarding

both the detector responsivity variations and the CCD threshold variations

to insure that these nonuniformities do not saturate the CCD wells. The

det.ector responsivity "--ariations are due to quantum efficiency and R A
0

product variations.

Honeywell's NMOS CCD processing line has been able to consistently

fabricate CCD circuits with state -of -the-art threshold voltage variations.

As an example, devices fabricated and measured on N-VL contract

DAAK70-77-C-0160 have shown the la threshold variation levels to be

about ±2 mV on chips whose input gates spread over a 260 mil distance.

Figure A-10 shows a histopram of the distribution of the CCD threshcld

\Nariations for a sample of 512 .nput gates measured on 32 different CCD

chips under the mentioned contract.

The MII input circuit effectively multiplies the input voltage variation by

the number of samples. For the case where the &VT = 6mV (2a value)

and the number of samples required to ac11itn, a near-unity input noise

figure is N = 4000, the integraLed output signal variations =NA = 24 volts.
T

With a maximum charge packet amplitude in the CCD well of about 6 volts,

we can accomodate the NWVT variation by reducing the input stage gain

which is determined by the ratio of the receiving well capacitance and the
detector input gate capacitance. Foi" this example the receiving well area

should be designed to be at least four times the area of the inpiit gate.



160 7 2178-760-8

DELAYED SOURCE COUPLED
INPUT (DSC)
TOTAL SAMPLE 256

40.,

I

-10 -8 -6 -4 -2 0 2 4 6 8 10 12
RELATIVE THRESHOLD VARIATION IN MILLIVOLTS

I60. 2178-760-9
4 TOTAL SAMPLE 256

40i

-10 -8 -6 -4 -2 0 2 4 6 8 10 12
RELATIVE THRESHO D VOLTAGE IN MILLIVOLTS

Figure A-10. Input Gate Threshold Voltage Distribution

Measured on 32 Different CCD Chips



Figure A- 11 shows the ratio of the receiving and input gate areas as a
function of the number of samples N for different AV values. The expres-

sion for the relative areas is given by

V AIPW N AV
A V

w max

where V = maximum charge packet magnitude
max

From Figure A-6 the N value needed to reduce the CCD input referred

noise to the detector noise level was N - 4000. The gate ratio design

can now be determined from the curve in Figure A-11. For N = 5000

samples and AV between 4 and 8 mV, the ratio of A to A should beT rw w
A -A 4.

rw w

Dynamic Range I
The dynamic range performance can be determined by calculating the

maximum signal charge and rms noise charges in the VRW well. We

will assume that the maximum signal charge is one-half of the total VRW

well capacity since the circuit has been designed such that the CCD

threshold nonuniformities will be accommodated in the other one-half of

the well capacity as described earlier. Thus for Q (max) we have
Sig

CRW -13
Qsig (max) - x VRw = 9x 10 Coul(2x 2 milcell)

-13
3 x 10 Coul 1 x 1 mil cell)
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[Recall: C RW(2 x 2 mil) = 3 x 10-13 Coul

and: C Rw(x I mil) = 1x -13 Coul] ]
The total noise charge in V is given by the input kTC noise which is

rms added by the number of samples N and is given by

N )/2 C 1/2
Q = (NkTC ( ) (A -8)

rF u se w ýRW )

where (C /C is the input stage gain determined by the relative gate
W RW

areas of V and V electrodes.
Sig RW

As mentioned earlier, we have selected CRW - 4 CW. Thus we have

Qnois 1/2 (NkTC )

5x 10 Coul (2x 2 mil cell)

-16
2.6 x 10 Coul (1 x 1 mil cell)

The dynamic range values calculated by taking Lito account the offset

nonuniformities are shown below in Table A-3.



TABLE A-3. MSI DYNAMIC RANGE PERFORMANCE
CHARACTERISTICS

Dynamic
Cell Size •Qsig (ma) Qnoise Range

91-13 -16
2 x 2 mil 9x 10 Coul 5x 10 Coul 65 dB

-13 - 161 x 1 irnl 3 x 10 Coul 2.6 x 10 Coul 61 dB
F -_

MSI CIRCUIT EVALUATION

The evaluation of this circuit included the following measurements:

0 S/N improvement factor

* Input referred noise characteristics

. Threshold nonuniformity effects

S/N Improvement Factor--The input circuit was set up so that:

Gate I1 = Reference voltage level

12 = Strong on

13 = Signal gate

OT = Transfer gate

01 = Storage gate

The input is a surface channel structure which transitions to the buried
channel shift register in the middle of the OT electrode.



The input noise level end signals levels were measured as a function of the

number of samples. Figure A-12 shows some typical results for frame

rate = 1000 fps and a 200 Hz input signal.

The figure shows P. linear increase in amplitude with increasing N as

expected and the noise increasing at a rate equal to jN. Figure A-13 shows

both the theoretical S/N improvement factor and the experimental data points.

The agreement between the theory and experimental data is excellent and

clearly demonstrates the S/N improvement achieved by the MSI input circuit.

Input Referred Noise Measurements -- The input referred noise of the MSI

test circuit was measured by first measuring the input to output transfer

function (V /V ), and then measuring the output noise spectra andou1t in
dividing by the transfer function. Figure A-14 shows a plot of the input

referred noise as a function of the number of input samples measured out

to N = 1000. The noise was measured at f = 100 Hz, while the frame

rate was 200 frames per second. (The 16 delay stages following the

input circuit limtted ho% low we could go in frame rate at room temperature

due to dark current build-up.)

From Figure A-14, it is seen that the theory and experimental data points

are in excellent agreement with the theoretical calculations predicted for

this device. The lowest input referred noise level is limited by the input

gate 1/f noise of the particular dewice measured. The aoise capacitance

factor was measured to be C = 300 pF/cm2 for these devices. Improvement
n

of the Cn factor will result in a reduction of the input 1 If noise level and

permit operation with near unity noise figures.

lJ _
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iii

Threshold Nonuniformity Effects--The effects of threshold nonuniformities

were evaluated on the test devices. The iriput threshold variations can be

calculated as shown in Figure A-15. This photo shows the output signal

from the MST test chip with N = 1000 samples for a sine wave input signal.

The overall device gain is simply the ratio of the ac output signal to the

ac input amplitude. The input threshold variations will give rise to

different dc levels at the output and are measured by dividing the dc level

differences by the device galn.

Figure A-16 shows the test circuit used to evaluate the effects of

differencing the detector signal level and reference voltage when they are

on the same polysilicon layer level (i. e., the threshold variation effects

will be due to differences between two gates on a poly-one level), The

first test devices were set up and a total of 13 different CCD chips were

plugged in and evaluated without changing any operating voltages. As

shown in the figure the average gain was 8.96 with a la variation of

0. 42; the average dc offset level was 0.88 volts with a la variation of

only 0. 06 volts. This result is especially important since we believe

these uniformity characteristics to be both unique and key to successful

focal plane performance.

Figure A- 17 shows the results of measuring the nonuniformity effects when

the reference and signal levels are on different polysilicon gate levels.

The ac and dc level variations are somewhat greater than the poly 1 -

poly 1 level measurements but are still exceptionally low.

The results show that differencing between gates on the same polysilicon

level results in the lowest nonuniformity levels and should be used to

ensure optimum device performance.
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Figure A- 15. MSI Output Waveform for Sine Wave Input

and N 1000 Samples
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INPUT
VREF SIGNAL

CONSTRUCTIONI•. co, TU:TON •V,., ON '---11
• ,INPUT si42AL ONl,/,

BIASING

'PULsE D, 4 18, -
I t.18 / 4.23V

lOV

SMEASUREMENTS ON 13 CCD CHIPS

NPUT THRESHOLD VARIATION (1-1) GAIN VARIATION (AC) OUTPUT LEVELVARIATION (DC)
MEAN VALUE=8.96V/V MEAN VALUE =0.682 VOLTS

Ia =4.5 mV 1 0 .42 V/V Ioa= O ,0 66 V

Figure A-16. Nonuniformity Measurements between the Same
Polysilicon Levels

INPUT
VREF SIGNAL

11 12 13 T

CONSTRUCTION

BIASING

IPULSED3.186V

MEASUREMENTS ON 13 CCD CHIPS__________

INPUT THRESHOLD GIVARIATION (ACý OUTPur LEVEL
VARIATION (1-2) MEAN VALUE = 5.42 V/V VARIATION (DC)
1 ,= ]2 mV 01 , 4 V/V MEAN VALUE O.585V

1 V= 0.092V

Figure A-17 Nonuniformity Measurements between Different

Polysilicon Levels
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APPENDIX B

SPECTRAL NOISE DENSITY Sf ) DERIVATION
y

There are two equivalent methods to derive S(fx, f ) from n(x, y). The
x y

first approach makes use of the noise spatial autocorrelation function to

give S:

S(f fy) = F.T. (C(y, p)) (B-i)

where F. T. stands for the fourier transform operation, and C(Y, p) is the

autocorrelation function for the noise. defined by

C( )Y n(x,y) n(x-Y. y-p)dxdy (B-2)

Inserting the value for n from Equation (6-3) into this expression gives

C(y,1 1) = k' .i, nijnkth(x-xi)h(x'Xk"y)g(Y-Yj)g(Y-y )cdxdy

(B-3)

Using the uncorrelated nature of the noise, we get

C(Y'• till n 2 hlx-x hlx -x "Y)g(Y-YJ)gly'y -18dxdy (B-4)
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Making use of the spatial invariance of h and g,

h(x-xi)hlx-xi-y) - h(x-xk)h(x-xk-y) for all i, k

and noting that

n n for all.., J

we have

C(Y,) f NNyn2 n h(x-xi)h(x-xi-Y)g(y-y)g(y-yi-oxdy (B-5)

with N N equal to the number of detectors in the x and y directions.

Inserting this expression into Equation (B-1), and defining H(f)

F.T. (h(x)), we have finally

S(f , f N N n 2 H 2 (f ) G2 f ) (B-6)x y xy y Y

The alternative derivation of S(f f ) proceeds from a theorem of fourier

analysis which states

S(f xf ) - F.T.(n(xy)). F.T.*(n(x,y)) (B-7)

"The fourier transform of n(x, y) is given by

,J(F• +fY)
F. T.(n(xy)) =,E nh - )y dxdy (B-8)

i.
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-4

Using the translation property of the fourier transform, we have

jf xi if/
F.T.(n(xy)) n • ni H(f) G(f )e x e YYJ (B-9)

iiiii x y

Then inserting this expression lato Equation (C-7). we have

)Jfx(x i-x k)ey( j'Y (

S(f x fy) k n ijAkA H2 (f ) G2 (f e (B-(0) )

i, is k, A

Using the uncorrelated nature of ni, the sum is reduced to

S(f ,f)= N N n2 Hif2G(f ) (B(l)
xy x y x z y

This is the rame expression as derived from Equation (B-6).

Now the normalization factor for S must be determined to relate the noise

spectrum to NEAT. To do this, we draw on another theorem from fourier

analysis which states

55 n 2 (x, Y~dxdy d ' S(f, f )df .ft (B-12)

Replacing the first integral by a double sum, we have

S~2
n 2 X~y N NY~ S(f xf Y)df xdf Y(B-i3)

where n2 is the noise from one detector. Then the appropriate expression

for n2 for one detector Is
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2 n S (f *f )df cit (IB-14)

where

,i )

S (f f ) =y (B-15)

We fnaly have~

x Yxy

or

n 2 H 2 (f ) Q (f) (
S (ff (B-16)xy AX&Y

n is simply the tol-;al noise from one detector, and in terms of NEAT and

display characteristics it is givern by

112 (NEAT) 2 (W2 (-7

We finally have

(k) 2(NEAT) 2 ) G2(fj
S~ f ) A (&18
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APPENDIX C

STARNING FOCAL PLANE MODELING EXAMPLE

1
The computer modeling process consists of running the NVL program twice--

using the results from the first run as inputs into the second run which finally

yield the terms necessary to calculate the MRT values. By modifying

selected inputs between the t;'o runs and mathematically relating various

results, the MflT and NEA for a given system can be determined. The

total modeling process can be described as two separate steps. The steps are

1. Data selection and preparation

2. Determining the MRT

DATA SELECTION AND PREPARATION

The obvious first step is to select the detector system to be modeled.

After this is accomplished the deck setup is almost complete for pass 1.

The only variation for pass 1 from the standard NVL program deck is to

change the number of detectors in series (DISC) on the DETR data card

to 1.

The data setup for run 2 is more complicated. For this run the number

of detectors in parallel is set to 1 and number of detectors in series is set

to N where N is the detector bandwidth divided by the frame rate. Further-

more the normalized noise power spectrum, NPSP data card, must be

1 J. A. Ratches et al., "Night Vision Laboratory Static Performance Model
for Thermal Viewing Systems", NTIS, April 1975.

192



generated from the following equation:

2
S4R~~~~q •~B + j-R'-•-A 1tf/ + (2ytf R A (C!•)2:

4R~(I +~~( iiif/ NP) (+ f 0 A (/A)) 2
s(f) -- kTA (C-1)

4R2q I + kRA

where the parameters have the same definitions as previously described.

The above equation is solved for S as a function of frequenzy (f). The

frequencies used are the same that were sper.ified on the NPSF data card

used for run 1. The results are normalized at the frequency (F 0 ) on the

DETR data card. If the results must be normalized, i.e., S(Fo) 0 1i

then the peak mea'suared S star on the DETR data card must be degraded by

the value of S(F ). It Ahould be pointed out that the normalization process

is not often required.

DETERMINING THE MRT

The data deck is now ready to be submitted to the computer for execution.
It is suggested that both data decks should be run as one job. This

facilitates the data reduction.

Equation (D-1) is the S(f) expression to be used when modeling the MSI
input circuit.
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Once the computer runs have been performed, the detector MRT can be

determined. The MRT is given by

NEATRUN 2  1/2

"MRTDET MRTRUN 2 NEATRuN ( 2 AfTd?

where

Det Size , 1000 mrad____
Def 2x rad x (Exact Noise BW)RuN 1

2fd f 2fx Diam x Scan VelRUN 1

It can be seen from the above expression that the detector MRT is a

function of the results of both runs 1 and 2. From run 1 the NEAT,

exact noise bandwidth, and the scan veloc.ity are found on page 4 of the

output. Once the results have been determined, the detector MRT can

be calculated.

The above procedure can best be illustrated with an example. The

k, sample data set (Figure (C-i) corresponds to a 350 x 350 array of 1 mil

detectors. (The system performance, however, is independent of the

number of detectors in the array.) In addition, the peak D star of
100

14. 5 x 1010 cm"\iz/w corresponds to a temperature of 195°K with a
2

detector R A = 40 ohm - cm Furthermore, the CCD noise has been
0

eliminated by setting the value of Crw in the S(f) equation (MSI input only)
1+10 r

to 1.0 x 10 (i. e., extremely large). The S-factors were generated

using the following parameters:
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1i!; .1 1.n 1.0 1.0 .9s .t n.03 0.0 n.n 0.0
FORP

PDETR r3. n. 400n. 1.0 14. 5 1.1

IsD .8 A.8 .89 .87 .9 .9? .9c; t.n .vi; *v
nSTL 130 3.2 3.1.1 3.4 1.5 "S .6 1.9 4.0 4.1 4.2
14F)P 2.0 1.o I.n 1.0 1.0 lAi 0.0 0.0 0.0 0.0
riPSF 1.0 1.5% R.0 3.0 4.0 5.0 6.0 7.r 0
E:MTF 1.0 1.0 1.0 i.0 nI- 1. -. n 1. 1.- 1.0 1.0
FO.R2

tARG R.E; 2.7.5 Ia.
FIV 1 15. 50. R'3. 0.0

SYST In. 0 7. 45; Ip.0 1.0 j. n
111ISP 0.0 Sn. 0 .0t9 .019
t 1. F r 1-n 0.0 0.0 0.0 0.n n_.0(

PET? P7. n. 0 t 000.
Q.N 0. 5 135n. 1.0 1 . 1 4.5 1.0

i3PT I 1.0 P.0 6.6 n.01 I.A

8AHD 3.0 4.P

I11,1111111 Nl ll711 ll 161111I111 1111377I tin 0141111 441511 Ill v gIIIII 11s 11111i? ol"n
2?222222222222222?2l2222222222221222222222?222222l?'il2?Z12lll22l22??22?22ll22l22?

I I 1615154 151114 66SS66S561661I6SS61 1 6 S6 16 16SIS6 6 16 116 66 66 116 66 4 6S1166 116 6 66 16

12 7 1111 7 111 4 1 1 f I IS I' I I I I' I' I4 I I I I *lIIi I' 1 421 7 1 21 1 al 7 41 1 1114 a 474 4 41 1 11 1 111 11 7 . 47 187

Figure C-1. Sample Data Deck

195



R A a 40(G-cm 2
0

N = 4000

T -195 K
- 10

S3.6x l0 amps
1+10 •

C = 1.0x10 F
-6 2 :

A = 6.25 x 10 cm

S~-19 v

q .6 6x 10 Coul

k =1. 38x 10-23

- 2C/A = 5x 10 F/cm2

F = 60.0 fps

fo = 1.0x 103Hz

f =50. 0
n

The resulting values for S are found on the NPSP data card in deck 2.

Notice the first value on the second NPSP card. The value is 1. 1 but

what was actually calculated was 1. 0. The reason for the discrepancy

is that the NVI, program requires that the first value be greater than 1.0.

This small change should not affect the results.

The results of the simulation are founa in Figure C-2. Notice that, on the

input sections of both runs, the key data cards for the staring focal plane

aro. highlighted. The values for determining the MRT are also highlighted.
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INPuT DATA

SNBER I

YOUP SPECTRAL 9ANI) IS 3.000 TO 4?00 MICRONS

OPTICS

DIAMETI.P 2.000 INCHES
F-NUMB 1.0000
FOCAL LFNGrH 2.000 INCHES
AVG. OPTICAL TRANSM1SSTUN .600
WAVELEN(TH FOR iMFFPACTION 3.600 ICRONS
GEOMET-1C OLOJR SPO1 SIZL 0.000 MRAD.

DETECTOR

HORIZONTAL IFOV e500 4RAU,
VERTICAL IFOV .500 MRA).

EFTECTORS IN PARALLFL 350.
OETFCTORS IN SEPIES SA NPUT RUN 1
DETECT)P SIZE .Olo0 INCHES
PEAK D* 14.50 (IE1O)CM-SQRT(HZ)/WATT
MEASURING FREQUELNCY OF U* 1000. ,4ETZ
COLD SHIELU ANGLE ?7,,000 DEGREES
LIMITING NOISF UETECTOR
DETECTOR RESPONSE93-UH POINT .100E+0R HERTZ

SCANNER

FRAME AfrE 6(0000 FRAMES/SECOND
SCAN EFFICILINCY 16000
OVERSCAN RATIO 1,000

ELECTRONICS

PREAMP,LUW FREQ 3-0w CtuT-Oq 1.000 HERTZ
AMPLIFIER9,3-0H POINT 0.000 HERTZ
E/O LE) WIUTH 0.00000 MRADo
E/O LEI LENb, TH 0.00000 MRAU.
APETUQF CUORECTION AMPLITtiDE 0.000
APEPTUWF CURPECTION FRFUULNCY 0. HERTZ

Figure C-2. Typical Computer Program Output
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INPUT DATA

DISPLAY

TYPF CRT DISPLAY
x SPOT SIZE ,019 4RAD,
Y SPOT SIZE .019 '4RAO.
AVERAGE ORIGHTNFSS SO.000 FT. LAM8ERTS

SYSTEM

HORIZONTAL FOV 10,000 DEGREES
VE4TICAL FOV 7I450 DEGREES
vAGNIFICATION 12000
WFOV/NFOV 1.000
NOISE EQUIV. DELTA T 0.000 DE6REES C

STNRILIZATION

SYSTEM STATE STABILIZED
X VIBRATION CONSTANT 0.00
Y VIBRATION CONSTANT 0.00

STANDARD INPUTS

EYE INTýGRATION TIMF .200 SECONDS
THRESHOLU SIGNAL/NOISE L.250

INPUT DATA

ATMOSPHERIC PARAMETERS
CONOITION CLEAR

VISIBILITY kANGE 23.000 KILOMETERS
RELATIVE HUMIUITY 50.000 PERCENT
AIR TEMPERATURE ISO00M DEGREES C

TARGET * RACKGHOJUND

TARGET LENGTH 5.0io METERS
TARGET WIDIT 2.700 4ETERS
TARGET DELTA T 5.250 DEGREES C
BACKGROUND TEMPERAT11RE 12.000 DEGREES C

RANGE REOUIPFMENTS

MIN. REQUIRED RANGE FOR RECOGo 500 4ETERS
MAX. REQUIRED RANGE FOR RECOG° 5000 METERS
RANGE INCRLMENTS FU0 RECOG. 500 I4ETERS
41N. REQUIREU RANGE FOR DETEC. 1000 f4ETER%
MAX. REQUIRED RAN6E FO0 DETEC. 10000 METERS
RANGE INCREMFNTS FOP DFTEC. 1000 4ETERS

Figure C-2. Typical Computer Program Output (continued)
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PIPtJT DATA

TEMDOQAL MTFOS

FREI). (LOG W4RTZ) 0.00 .01 .10 .?0 .30 *50 .60 .70 1.0010.000
------------------------------------- ---- ---- --- -- ---- ---- ---- ---- ---- ---- ----

DETFCT. R-OLLOFF MTF(X) 1.00 1.00 1.00 I.OU 1.00 100 1.00 1.00 1.00 1.00
DETFCT* 0OLLf:F MTF(Y) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
ELECTRONIC MTF 1.00 1.00 1.00 1.00 1.00 1,00 1,00 1,00 1.00 1.00
8OOST MTF 1.00 1.00 1ý00 1.uO 1.00 1.00 1.00 1.00 1.00 1.00

SPATIAL COMPONENTS MTF*S

FREI. (CYC.o/fiAU.) 0.00 1.uO 2.t,0 3.00 3..50 4.00 4.50 S.00 6.00 7.00

OPTTCS 4TF (X) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1.00 1.00
OPTICS MTF (Y) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1,00
VIDICON MTF (A) 1.00 1.00 1.o0 1.10 1.00 1.00 1.00 1.00 1.00 1.00
VIDICON MTF (Y) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
SIAqILIZATION r4TF (X) 1.00 1.00 1.00 1.00 1.O0 1.00 1.00 1.00 1.00 1.00
!:TARILIZATIUN M4F 4Y) 1.00 1.00 1,00 1.00 1.00 1,00 1.00 1.00 1.00 1.00

NOIE POWER PEC'RUM (VOLTS/SQRT(HZ))

FRE•.(LOG HERTZ) 1•00 i,50 2.00 3.00 ,4.00 5.00 6.00 7.00 0.00.
POWFR(TIMES I1O) 2.00 1.00 .On 1.00 1.00 1.00 0.00 0.00 0.00  !J STARING INPUT,

00 OF DETECTO'4 (CMi.*S9oNTV4,.1 /WATT)

WMVELENGTH (MICRONS) 3.00 3.J20 3.30 3.40 3.50 3.60 3.80 4.00 4.10 4.20
D* (TjIMES IEIO) .80 .82 .45 .87 .40 .92 .95 1.00 .913 .90

INPujT DATA

DETECTION * PECU(6NITION 0O4ABIL17Y I)FNSITY

OET"C1ION F'4IJ. 1?.bot S.U0 3.00f 2.00 1.50 1.00 .75 .so .25 0.00
BEST .ýCOG. FI4Fý. 37.50 15.00 9.00 6.00 4.S0 3.00 2.25 1.50 .75 0.00
W!),T RECOG. F'RLQ. )0.00 20.00 12.0" 6.00 b00 4.00 3.00 2.00 1.00 0.00
PQ0ORAILI!Y ).00 1.U0 1.01 o9i ,BU .50 .30 .10 602 0.00

Figure C-2. Typical Computer Program Output (continued)
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IM 11

PREDICTEU SYSTEM MIF PREDICTED NOISE F:LTERING MTF
FREQ X MTF Y MTF VREQ X MTF Y MTF

0.00 1.00 1.00 0.00 1.00 1.00
.10 1.00 1.00 1.52 ,96 0 A
020 198 .98 3.04 .8' .04
.30 *96 ,96 4*56 .67 .67
.40 ,93 .93 6.08 .50 .50
.50 .90 .90 7.60 o33 .33
.60 .85 .86 9.1? .21 .21
.70 .80 .80 10o64 .12 *0
.80 o75 .75 12.16 o06 .06
.90 69 .69 13.68 .03 .03

1.00 .62 .62 15.20 .01 .01
1.10 .56 .S 16.72 .00 100
1.?0 .49 .4r 18.24 .00 .00
1.30 .42 .42 19.76 ,00 .00
1%40 .35 .35 ?1.28 .00 .00
1.50 ,29 .29 P2,80 .00 S00
1.60 .22 .22 24.32 .00 .00
1.70 .16 .16 P5.84 000 .00
1ogo .10 .10 27.36 .00 .00
1.90 .05 ,Ob 28.88 a00 900

SYSTEM MTF

F 0.00 + Y

R .10 4 y44 44 4 4 4
E .20 * . Y+
O .30 + Y 4

.40 * 4 Y 4

.50-. Y +
C .60÷ Y 4
Y .70. Y 4

C .80 . Y .
L .90. Y 4 4

E 1.00. * .Y
S 1.10 4 4 Y Y 4 4

/ 1.204 * + Y 4 4

M 1.30 + + +4
R 1.404 * +.Y * +
A 1.50 + + Y +4
D 1.60 + +Y + .

1.70 + Y * + 4 4 4

1.60 + Y 4 4
1.90 * Y +

INTEGRAL OF D-STAR*W-PRIMEL ±16 4+06
EXACT NOISE BANUWIDTH= 1-12E*WJ EXACT NOISE BANDWIDTHR
WHITE NOISE RANOWIDTH% .123E+..05_ _ _ _

SCAN VELOCITY IN MR/SEC- 1.72E-4__N_______RU__
DET NOISE LIMITED NET= 1.447L*oo 1 NE AA

Figure C-2. Typical Computer Program Output (continued)
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FILTERED NOISE
FRE0 f 00

P.1f00 .UO4p-al .1907#00
.3400.00 .2bdF*Oo .0e31F*00
.400E.00 ,349F*00 .364F404

.6001.00 .502F*00 s514E*00

.1001.00 .5?d.F*0r .S64E.00
*808E#00 *645SF-00 .652E#ýG
.900E.00 .714F4P06 .117E.00
.1001.01 .??9F.oo 70E
.11OE*01 .8447.00 .439f.00

.1120C.01 .9017.00 .8971.00

.1301.01 .96?F*00 A21.00

.1501-01 .104F.01 .10bF.01

.16017.ý01 .121b.oo .1151.01

.180C-011 *labF*01 .1207.01

.1190E4011 .131f*61 .124E.01

.2001E.91 *13?v*.01 .120C401

PftEfICTED MINIMUM AEVL'ABLIF T74PFNYU~f
FllO x ~4QT ~ I Mr-. XLMQI YLMFIT imT

*10E1.00 .1GO1-01 .116E-01 .343C-01 .366E-01 SOIE01-e
*200(*00 *2111-01 *2aSE-01 .48SE-01 .503E-01 .69*E-01
.3001.00 *330E-Al .319iE-0I b603E-01 *.419t-01 .064~E-01
.4001.00 *4b2E-(11 .404E-1 I .11501 .730E-01 *1OZE*00
.5600.00 Sd071.01 *SqbE-tl1 .03OE-01 .843E-01 *11SE.0"
.600E400 7139E-01 d1*01-01 .954E-01 q~6st-01 *136E.00
*00.0E04 .914F7-01 .922E-01 .IOVE.00 .110t.00 .15%1.00
.8001E+00 .112E*00 .iisE-ao IZSC*00 .126tZ00 *ISE.00
*9001E400 .1fsH 1371.00 *14*Q.00 l-h51.00 .20'.1.00

.1101.01 ME-.00 .2Th16E1,1 .19?E.00 .1961.00 . ?BE.00 RU 0 11f
.1P0E.01 *2h61.0fl .2sSE.0a .21E0 .233E.00 .330E.00

*!301.0I .3231.00 *3?0E.00 .?MsZEOO .21E1040 *3961.00
*1401*01 .4151.00 .4t01.00 .351E*00 .3471.00 *4931.00
.1%01*01 S549E*00 .S*11'00 .44SE*00 .441E.00 .6291.00

.1601E*01 *1SBE.00 *1*31.00 .599E*00 .5$?E#01 .613V0100

.1101.01 .112E.01 1109E*01 .856C.00 .636E.00 iaZUE-01

.1001.01 .166JE00l .1600101 .138E.01 .134E*01 *1Y3E40i

.11901.01 **1J91.01 .3911.01 .2911.01 *28A1.01 .414[001

.?o0E#01 *200E.OA .260E010 *141E.08 *l41E*0I .206E.08

CYCWLIS/MAi%0 PREDICTED MAT

.1000 .

.2400. s
.3000. .
.4000. +

.6000. 0

.1To0600 .0 :

I.809000 0. 6

1.1000 #
1.2000 *
1.3000 #
1.3000. #
1.SOO 000
1.5000.*
1.6000. 4
1.8000 .
1.80000..

2.0000...

.1 1. io. IOU. DEG. C

Figure C. 2. Typical Computer Progra~m Output (continued)
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?MS

141 •D~tATA

TOUR SPECTRAL RAND I� 3.000 to 4.20 MICRONS

OPTICS

DIAMETER 2.000 INCHESSP-N.000ER INCH

Or POCAL LPNG4H 0 INCHES
AVG. OPTICAL TRANSNIQSION .600
WAVELENOtN FOR OIPFN-ACTION 3.600 41CRONS

0GEOMETRIC "LUR SPOT SIZL 0.000 4RAO.

i DETECTOR

N0RIZONTAL FOF 40 4 " "AD.

DETECTORS IN PARALLFL II
'•1 ~01TCTORS IN SERIES 0 

J'

DETECTOR SIZE INCHES
PE[AK 0. 14.$0 (IE OI CM-SQRTINZ)/WATT

"NE"URING F'REQUENCY OF Ut 1000. OIERTZ

COLD SHIELD ANGLE P7.000 DEGRELS
LIMITING NOISE DETECTOR
DETECTOR RESPONSE*3-0D POINT *IOGE*06 HERTZ

SCANNER

ERAME NATE 60.000 FRANESISECOND
SCAN EFFICIENCY .000
OVERSCAN RATIO 1.000

ELECTRONICS

PREAMPLOW FREO 3-OR CUT-oN 1.000 HERT!
AMPLIrIEH,3-DH POwNV 0.000 mERfA
E/O LED WIDTH 0.00000 4RAO.
F/O LEI) LENGTH 0.00600 NRAD.
APERTURE CORRECTION AMPLITUDF 0.000
APERTURE CORRECTION rRFfUJtNCE ', HEGEl

INPUT DATA

DISPLAY

TYPE rWT DISPLAY
x SPOT SIze *O.1 *4AO.
Y SPOT SIZE .019 4RAO.
AVERACE ORIGHTW.SS S0.J00 FT. LAWRSETS

SYSTEM

HORIZONTAL FOV 10.00b DECREES
VERTICAL FUV ?.4SO DEGREES
MAGNIFICATION 1?.000

"WFOV/NFOV 1.000
NOISE EDUIV, DELTA T 0.000 DEGREES C

STARILIZATION

SYSTEM YTATE STABILIZED
"IRIATION CONSTANT 0.00

YV VI)DR47ION CONSTANT 0.00

STANDARD INPUTS

EYE INTEGRATION TIE .200 SECONDS
THRESHOLD 5IGNAL/MNTSE 2,•0

Figure C-2. Typical Computer Program Output (continued)
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IMPLIT OAIA

AT'0SPHEPI1C PAMA441 TI.

C0O4ITION CLEAR
VISIBILITY RANGE P..000 KILOh6I EAS
RELATIVE "UMIDITY %0.000 PERCENT
AIR TEMPERATURE 15.000 DEGREES C

TARIET * RACKt•uuNO

TARGET LEN4TH %.1*0 IETERS
TARGET WIDT,4 P.700 METE145
TARGET nkLTA I %.?So DEGREES C
NACKOkRA11NU TEMptsR&TIOPE 14.000 DEGREES C

WANnE REQUIRE14ENTS

MIN. RFOWIiC1) wAm4 FOO RECM•. So0 METERS
MAX. NE0UIWEu RANGE FOR RECOs. S000 "MEIRS

RA4CG INCILMENT, FVUs RECOG. S00 METERS
WMA. REQUIRE RMANGE FOR DETEC. 1000 METERS
MAX. REQUINER RANGE row O TEC. 100 ET0 ME .ERSRANGE INCREMNqTS ýO:? DFTEC. 1000 METERS

I1P0T DATA

FRED. ILOG HFRTI) 0.00 .01 .10 .e0 .30 .50 .0 0 0 1.0010,00

OETFCT. POLLOFF MTFIXI 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0(TFC?. ROLLOfF MTF4YI) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

ELECTRONIC MTF 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0 ,O0 1.OO
BOOT MTF 1.00 1.00 1.00 1.00 1.00 1 1 0 0 0.0

SPATIAL COMPONENTS MIPeS

rnE. ICYC./MRA0.) 0.00 1.00 ?.00 3.00 3.SU 4.00 4.50 S.O0 6.00 7.00

OPTICS Mir ()l 1.00 1.00 1.40 1.Ou 1.00 1.00 1.00 1.00 1.00 1.00
OPTICS MTr 1Y) 1.00 1.00 1.00 1.00 1.0O 1.04 1.00 1.00 1.00 1.00

VIDICON MTF IX) 1.00 1.00 1.00 1.00 140 1.00 1.00 1.00 1.00 1.00
VOICO4 "TF (YI 1.00 1.00 10I00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
STAILIZATION MTF (X) 1.00 1.00 1.00 1.UO 1.00 1.00 1.00 1.00 1.00 1.00
STARILIZATION MIF (Y) 1.00 I1U. 1.00 1.Ou 1.Ou 1.00 1.00 1.00 1.00 1.00

NOISE POWER SPECTRUM (VOY TS/SQ9T(.4fI (F) CALCULATED FACTORS
. LOG HFQTZ 0 1. 00 3.00 4.00 5.00 b.00 00a-DoGoo STARH0 0T0

POWFRtTIMES IL-v) 1!.10 1:.0 1.00 1.00 .96 .21 0.00 0.00 0.00 0.00..

D* nF DETECTON fCM.*'kOTf4Z.) /WATT)

WAVFLENGT4 (MIC4NUNi 3.00 3.20 3.30 3.i0 3.50 3.00 3.80" 4.00 4i.1 4A•.
00 MIMES IEIOI .. .0 .8? 5 %Sl .40 .92 .9S 1.00 .94 .140

FigL.re C-2. Typical Computer Program Output (continued)
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Y MODULATION TmANSrCR FUNCTIONS
70E0 OPTIC 0OMLUM OFTEC VII•CN LEO OSPLY LOS EYE

0.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
.10 1.00 1.00 l.cO 1.00 1.00 1.00 l.00 .99
.20 1.00 1.00 .98 1.00 1.00 1.00 1.00 ,ve
.30 1.00 1.00 .96 1.00 1.00 1.00 1.00 '90
.00 1.00 1.00 .9% 1.00 1.00 1.00 1.00 697
.50 1.00 I.Ou .90 1.00 1.00 1.00 1.00 .90
.60 1.00 1.00 ,86 1.00 1.00 .9 1.00 .95
.?0 1.00 1.00 .1 1.00 I,.C .99 1.00 .94
.80 1.00 1.00 .7b 1.00 1.00 .99 1.00 094b
.90 1.00 1.00 ,10 1.00 1.00 .96 1.00 o93
1.00 1.00 1.00 .64 1.00 1.00 .96 1.00 .92
1.10 i.00 1.00 ,S7 1.00 1.00 .96 1.00 .91
I.20 1.00 1.00 .0 1.00 1.00 .97 1.00 .90
1.30 1.00 1.00 .44 1.00 1.00 .9? 1.00 .90
1.40 1.00 1.00 03? 1.00 1.00 .96 1.00 .69
3.S5 1.00 1.00 .30 1.00 1.00 .96 1.00 .86
1.60 1.00 1.00 .23 1.00 I.UO .9S 1.00 685
1.?7 1.00 1.00 .17 1.00 1.00 .95 1.00 a67
1.80 1.04 1.00 .11 1.00 1.00 .94 1.00 .i6
1.90 1.00 1.00 .0S 1.00 1.00 .93 1.00 8S5

PREDICTEO SYSTEM MIF PkEOICTEO NOISE FILTERING MTF
FREQ A MTF Y mTF FREQ X MTF Y 4TF
0.00 1.00 1.00 0.00 1.00 1.00
.10 1.00 1.00 .SP? .96 .96

.20 .98 .9a 3.04 .84 *at
.30 ,96 .96 4.56 067 .6?

,40 ,93 ,93 6.08 ,so 050
.SO .90 .9O 3.•0.9 780 .33

070 .80 .80 10.64 .12 .12
.40 .75 7?- 12.16 .Oib .0
.o0 .69 .69 13.61 .03 .03
1.00 .6? b2 15.20 .01 .01
1.10 .56 .56 16.72 .00 .00
I.PO .49 .49 18,24 .00 .00
1.30 .42 .42 19.76 .00 .00
1.40 .3S .35 ?1.28 .00 .00
1..0 .29 .29 ?2.80 .00 .00
1.60 .22 .22 ?4.3? .00 .00

S1.70 .16 .16 P15.84 ,00 .00
I' i0AO .10 .10 ?7.36 .00 ,000

S1 .90 .0s .05 ?8.6A ,00 ,00

SYSTEM MTF

F 0.00 *. . . . YR .10 + Y
E .20 * Yo
C .30 * . . Y.

.50 SO• . . . V *
iC .60 + + YY .70 [ Y

C .80 # Y *
L .99 0 4 4 Y *

E 1.00. * * Y
S 1.10. * Y # *

/ 1.20 o Y 4,*
M 1.30 # •
R 1.40 + * Y **

D 1.60 V *Y . .
1.70 * Y * * . .
1.70 * Y * * *

1 *.9 *4* .* *

Figure C-2. Typical Computer Program Output (continued)
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INTEGRAL OF D-STAR*w-PRII4E= .*16+06b
EXACT NOISE BANOwIDTHm .100E+06
"WHITE NOISE 8ANDWIDTH= 430E+07

SCAN VELOCITY IN M/'C-*7E0
ODET NOISE LIMITED NET= NE2NE-OI

FILTERED NOISE
FREQ ) Q0

.IOOE*O0 .310F-O1 .730E-01

.200E*O0 *423F-01 ,114E+00
,300E+O0 ,479F-01 .137E*00
.400E+OO .506F-01 .154E+O0
500E.OO .52OF-O) *167F+00

o600E*OO ,526F-01 ,179F*00

o700E+O0 *533F-0 ,IB9F+O0
.800E+O0 .53bF-O1 .197F+00
0900E+O0 .539F-01 .205F+00
.1OOE+01 S'4OF-O0 .212E+O0
.IIOE.OI .S42F-01 21BF4O0
.120E+01 .543V-01 ,223E+00*130E*Ol .%44F-01 .2?7E+OO
.12E.I .43-O

O140E+O1 ,S44F-O1 ,231F00
,150E+OI ,S45F-O0 .233E+00
.).60E+O1 ,S45F-01 .235E+00
e170E+O1 ,S45F-01 .236F+00

.180E+OI .S4bF-O1 .237F00

.190E+O1 S46F-O .237E+O0

.?OOEOEI .S4bF-O1 .237E+6O

Figure C-2. Typical Computer Program Output (continued)

205



Fn ICTED MINIMUM WFItLVAHLF fEMP•'-TuRF
FEO X A w T Y MRT ALMRT YLMRT 4SMRT

.IOOE.00 .IM -?•E-O ,277-02 ShE-0? -.43E-02 .1OSE-01

.2nOE 00 ,.3U7M-O .5nt-E-W .687E-0? 113E-.0 *134E-01S.300F*O0 .4L3E-q 1 .2&dE--12 7T54E-O•ý •126E-O .,ISE-O1

4.OOE00 .,U9E-O? .84bE-02 .ObSE-02 .I.0E-1 .162E-01

5,00E:00 .6uE-02 . -nE-- 56E:0. 54E-.0 .I7bE-01

.7fOE.00 .7h4E-0? .1oE- 1- .4.SE-_ .1 SSE-0 1 .21E-01

.R900EO0 .9,6E-O? .4ILJ-Io .107E-Ul .205E-01 .231E-01

.900E.o00 .11f-o Pi/E-ni IIIE-01 .229E-01 R2RNE-01

.IIOE*0 .RSVE-01 .131E-01 .259E-01 .290E-01
,IflOE+0÷ .I E -0 . 3IL-0f .1 7E-Oi .296E-01 .330E-01 _M RT.
.17OE-01 .ldbE-01 .376E-ol .lFYE-01 .343E-01 .362E-01
.110E-01 ,226C-01 .46E-0I .1913E-01 .40SE-O1 .451E-Ol
.I•OFOI .262E-0! b5•iE-01 .239E-01 .491E-01 .546E-01

,|SOE*O1 .3b3E-0I .7ieE-01 .296E-01 .B14E-01 .*6IE-0I
.160£0!. .41jbE-01 .101E-00 .3F46E-01 .801E-01 .889E-01
.IOE-Ol .70U2E-01 ,I4bE*O0 ,5b3E-OI o1I2E*O0 .124EO00
,1O~ol .114E-00 .237E-00 .849E-01 ,I?7E*00 .196E-00
.140OE.01 L'46FOn .514E-00 .179E-00 .373E-00 .413E-.0

.2fnOO.OI .200E.OMi .200E'08 .141E.09 ;iEU08 .200E#08

'YCLES/M-1AD PREDICTED MRT

.1000 * .

.400n

.soo0 *n 4 0

.4000 ** . .

.7000) * 0

.8000 * .

1* 0 0

1.20001.3000. * .

I .200. * .

1.7000 * * .
1.900. . . *

.000 0 4
1?,9000 * . .

?.O00,) . . .
S..............................................................;....................

S, 1. IOU. DE3. C

Figure C-2. Typical Computer Program Output (concluded)
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APPENDIX D

MSI INPUT SPECTRAL NOISE DENSITY
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APPENDIX D

MSI INPUT SPECTRAL NOISE DENSITY

To model the detector/CCD focal plane performance when using the MSI

input circuit, the expression for the S(f) factor in Section 6 is

4R2q!+KTA4( sin("Bf/NP) (• A )+ KT exp(-f/fN)

(f) = ;BR f/NF 1 + (NvfRoAIA))2 f C
4R 2q( KTA

(D- I)

In this expression the KT/CRW term is due to the input KT/C sampling

noise in the MSI input circuit.
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APPENqDIX E

CCD INPUT MODELING FO: THE

AZI INPUT FOCAL PLANE

209



-06

APPENDIX E

CCD INPUT MODELING FOR THE
MSI INPUT FOCAL PLANE

In this appendix the overall CCD input transfer functions are derived for

the MSI input circuit. It is shown that with the optimum number of samples

the detector-only signal-to-noise reduces to that which would be obtained

by integrating the signal and noise for the entire frame rate. The optimum

sample rate is related to the roll-off of the detector ncose and the frame

rate by N = (2FRC)-I. By increasing the one-sample noise bandwidth of

the detector, the relative contribution of the CCD reset noise to the overall

noise is reduced, and a noise figure approaching 1. 0 may be obtained.

CCD INPUT

The input transfer functions are based on the circuit configuration shown I
in Figure E1.i

The detector response function is simply on RC roll-off due to the detector

(open circuit) resistance and the detector plus input gate capacitance. Thus,

+ R1/2

IH(w) = M1 2 / (RC) (E-1)

The factor R changes input currents to voltages.
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1/f NOISE V--- S

INPUT RC RESPONSE INPUT H--N (w) SIGNAL TRANSFERIINUT~)HR HRS NE(w) H (w NOI(w) H4()I (W 2!3 (w) HOS A3,w)l R

Figure E-1. Detector/CCD Transfer
"Function Modeling

The fill and spill takes place over a time , For small signals, the fillo
2and spill input response is identical to an integrator. Then

sin w-ro/2
H2 (w) (E-2)

0

2S. Emmons, 1975 CCD Conference Proceedings, p. 361.
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SIGNAL TRANSFER FUNCTION

The effect of the N-sample summer is based on the assumption that the

samples are taken at -r intervals. Then the output, at a given frequency

w, is given by the following sum:

ejWt VeJWt +~ eJWtews + jWtej2W's a + JWte(N+)W•s)
V0 e V(e +e e + ee + + e e

(E-3)

Summing

V e jWt V.eldt 1 e ej T
Ve 3- jw[ s (E-4)

Then

4T ~eJ~ sin(Nw~r 5 2)Hs) - 1 -e =
H 3 .. -e e sin(Wr 5s2) (E-5)

The CCD multiplexer is operating at a high frequency compared to

1/NT so its pass band will be much wider than that of the input circuit.
s

If the CCD transfer efficiency may be set equal to 1.0, then H 4 1•) - 1.

The overall input frequency response for signal is then
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i•H (t.) = HI(w) H 2 (w) H 3 s(w) H 4 (w)

or

1i 1/21 sn WT/ 2 sin Nw-r /2
H Hsw) =JN 1 , (E-6)s sin ors/ 2] NwTs/ 2

i,!i.

For t . optimum case of maximum integration time, To = • , and

I I-H (v' has the form of an integrator with cutoff frequency feff given byeffi

1
feff Nr

If the sampling is carried on for the entire frame time, 1IN" = F• the

input has a frequency pass band equal to the frame frequency; and the

output is N times an individual input, as is expected.

IA
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APPENDIX F

DETECTOR /CCD MODELING RESULTS FOR MSI INPUT
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APPENDIX F

DETECTOR/CCD MODELING RESULTS FOR MSI I"UT -

By applying the S(f) equation in Appendix D to the Staring Focal Plane

Modeling Program, the effects of the multiple sampling on the system

MRT can be derived. Figure F-1 shows a plot of MRT vs. number of

samples at the input for a 60 fps frame rate for three different R A

products. The MRT levels off at a sampling count of 104 - 105

depending upon R A. For P oA = 80-cm2 , the MRT is within a factor

of 2"of the minimum MRT at a sampling count of 5000.
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